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Data structures is a subject of primary importance to the discipline of Computer Science. Organizing or structuring data is vital to the design and implementation of efficient algorithms and program development. Niklaus Wirth very aptly captured the role played by Data structures in the crisp title of his book "Algorithms + Data structures = Programs"! In fact any discipline in Science and Engineering that requires efficient problem solving using computers, undoubtedly calls for the application of appropriate data structures during program development.

True to the ideology of the Schaums outline Series, the present version of this book includes a concise presentation of data structures such as AVL Trees, m-way search trees and B trees supplemented with solved problems and programming problems. A brief discussion on other notations of algorithm complexity, apart from O notation, has also been included. To demonstrate the implementation of data structures in a specific programming language, an Appendix illustrating the implementation of a selective set of algorithms and procedures from the main text in the programming language C, has been added.
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The study of data structures is an essential part of virtually every undergraduate and graduate program in computer science. This text, in presenting the more essential material, may be used as a textbook for a formal course in data structures or as a supplement to almost all current standard texts.

The chapters are mainly organised in increasing degree of complexity. Chapter 1 is an introduction and overview of the material, and Chapter 2 presents the mathematical background and notation for the presentation and analysis of our algorithms. Chapter 3, on pattern matching, is independent and tangential to the text and hence may be postponed or omitted on a first reading. Chapters 4 through 8 contain the core material in any course on data structures. Specifically, Chapter 4 treats arrays and records, Chapter 5 is on linked lists, Chapter 6 covers stacks and queues and includes recursion, Chapter 7 is on binary trees and Chapter 8 is on graphs and their applications. Although sorting and searching is discussed throughout the text within the context of specific data structures (e.g., binary search with linear arrays, quicksort with stacks and queues and heapsort with binary trees), Chapter 9, the last chapter, presents additional sorting and searching algorithms such as merge-sort and hashing.

Algorithms are presented in a form which is machine and language independent. Moreover, they are written using mainly IF-THEN-ELSE and REPEAT-WHILE modules for flow of control, and using an indentation pattern for easier reading and understanding. Accordingly, each of our algorithms may be readily translated into almost any standard programming language.

Adopting a deliberately elementary approach to the subject matter with many examples and diagrams, this book should appeal to a wide audience, and is particularly suited as an effective self-study guide. Each chapter contains clear statements of definitions and principles together with illustrative and other descriptive material. This is followed by graded sets of solved and
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Chapter One

Introduction and Overview

1.1 INTRODUCTION

This chapter introduces the subject of data structures and presents an overview of the content of the text. Basic terminology and concepts will be defined and relevant examples provided. An overview of data organization and certain data structures will be covered along with a discussion of the different operations which are applied to these data structures. Last, we will introduce the notion of an algorithm and its complexity, and we will discuss the time-space tradeoff that may occur in choosing a particular algorithm and data structure for a given problem.

1.2 BASIC TERMINOLOGY; ELEMENTARY DATA ORGANIZATION

Data are simply values or sets of values. A data item refers to a single unit of values. Data items that are divided into subitems are called group items; those that are not are called elementary items. For example, an employee’s name may be divided into three subitems—first name, middle initial and last name—but the social security number would normally be treated as a single item.

Collections of data are frequently organized into a hierarchy of fields, records and files. In order to make these terms more precise, we introduce some additional terminology.

An entity is something that has certain attributes or properties which may be assigned values. The values themselves may be either numeric or nonnumeric. For example, the following are possible attributes and their corresponding values for an entity, an employee of a given organization:

<table>
<thead>
<tr>
<th>Attributes:</th>
<th>Name</th>
<th>Age</th>
<th>Sex</th>
<th>Social Security Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values:</td>
<td>ROHLAND, GAIL</td>
<td>34</td>
<td>F</td>
<td>134-24-5533</td>
</tr>
</tbody>
</table>
Entities with similar attributes (e.g., all the employees in an organization) form an *entity set*. Each attribute of an entity set has a *range* of values, the set of all possible values that could be assigned to the particular attribute.

The term "information" is sometimes used for data with given attributes, or, in other words, meaningful or processed data.

The way that data are organized into the hierarchy of fields, records and files reflects the relationship between attributes, entities and entity sets. That is, a *field* is a single elementary unit of information representing an attribute of an entity, a *record* is the collection of field values of a given entity and a *file* is the collection of records of the entities in a given entity set.

Each record in a file may contain many field items, but the value in a certain field may uniquely determine the record in the file. Such a field \( K \) is called a *primary key*, and the values \( k_1, k_2, \ldots \) in such a field are called *keys* or *key values*.

---

**Example 1.1**

(a) Suppose an automobile dealership maintains an inventory file where each record contains the following data:

- Serial Number,
- Type,
- Year,
- Price,
- Accessories

The Serial Number field can serve as a primary key for the file, since each automobile has a unique serial number.

(b) Suppose an organization maintains a membership file where each record contains the following data:

- Name,
- Address,
- Telephone Number,
- Dues Owed

Although there are four data items, Name and Address may be group items. Here the Name field is a primary key. Note that the Address and Telephone Number fields may not serve as primary keys, since some members may belong to the same family and have the same address and telephone number.

Records may also be classified according to length. A file can have fixed-length records or variable-length records. In *fixed-length records*, all the records contain the same data items with the same amount of space assigned to each data item. In *variable-length records*, file records may contain different lengths. For example, student records usually have variable lengths, since different students take different numbers of courses. Usually, variable-length records have a minimum and a maximum length.

The above organization of data into fields, records and files may not be complex enough to maintain and efficiently process certain collections of data. For this reason, data are also organized into more complex types of structures. The study of such data structures, which forms the subject matter of this text, includes the following three steps:

(1) Logical or mathematical description of the structure
(2) Implementation of the structure on a computer
(3) Quantitative analysis of the structure, which includes determining the amount of memory needed to store the structure and the time required to process the structure.

The next section introduces us to some of these data structures.

Remark: The second and third of the steps in the study of data structures depend on whether the data are stored (a) in the main (primary) memory of the computer or (b) in a secondary (external) storage unit. This text will mainly cover the first case. This means that, given the address of a memory location, the time required to access the content of the memory cell does not depend on the particular cell or upon the previous cell accessed. The second case, called file management or data base management, is a subject unto itself and lies beyond the scope of this text.

1.3 DATA STRUCTURES

Data may be organized in many different ways (the logical or mathematical model of a particular organization of data is called a data structure). The choice of a particular data model depends on two considerations. First, it must be rich enough in structure to mirror the actual relationships of the data in the real world. On the other hand, the structure should be simple enough that one can effectively process the data when necessary. This section will introduce us to some of the data structures which will be discussed in detail later in the text.

Arrays

The simplest type of data structure is a linear (or one-dimensional) array. By a linear array, we mean a list of a finite number \( n \) of similar data elements referenced respectively by a set of \( n \) consecutive numbers, usually 1, 2, 3, \( \ldots \), \( n \). If we choose the name \( A \) for the array, then the elements of \( A \) are denoted by subscript notation

\[
a_1, a_2, a_3, \ldots, a_n
\]

or by the parenthesis notation

\[
A(1), A(2), A(3), \ldots, A(N)
\]

or by the bracket notation

\[
A[1], A[2], A[3], \ldots, A[N]
\]

Regardless of the notation, the number \( K \) in \( A[K] \) is called a subscript and \( A[K] \) is called a subscripted variable.

Remark: The parentheses notation and the bracket notation are frequently used when the array name consists of more than one letter or when the array name appears in an algorithm. When using this notation we will use ordinary uppercase letters for the name and subscripts as indicated above by the \( A \) and \( N \). Otherwise, we may use the usual subscript notation of italics for the name and subscripts and lowercase letters for the subscripts as indicated above by the \( a \) and \( n \). The former notation follows the practice of computer-oriented texts whereas the latter notation follows the practice of mathematics in print.
Example 1.2

A linear array STUDENT consisting of the names of six students is pictured in Fig. 1.1. Here STUDENT[1] denotes John Brown, STUDENT[2] denotes Sandra Gold, and so on.

<table>
<thead>
<tr>
<th>STUDENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

Fig. 1.1

Linear arrays are called one-dimensional arrays because each element in such an array is referenced by one subscript. A two-dimensional array is a collection of similar data elements where each element is referenced by two subscripts. (Such arrays are called matrices in mathematics, and tables in business applications.) Multidimensional arrays are defined analogously. Arrays will be covered in detail in Chapter 4.

Example 1.3

A chain of 28 stores, each store having 4 departments, may list its weekly sales (to the nearest dollar) as in Fig. 1.2. Such data can be stored in the computer using a two-dimensional array in which the first subscript denotes the store and the second subscript the department. If SALES is the name given to the array, then

SALES[1, 1] = 2872,  SALES[1, 2] = 805,  SALES[1, 3] = 3211,  ...,  SALES[28, 4] = 982

<table>
<thead>
<tr>
<th>Dept. Store</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2872</td>
<td>805</td>
<td>3211</td>
<td>1560</td>
</tr>
<tr>
<td>2</td>
<td>2196</td>
<td>1223</td>
<td>2525</td>
<td>1744</td>
</tr>
<tr>
<td>3</td>
<td>3257</td>
<td>1017</td>
<td>3686</td>
<td>1951</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>28</td>
<td>2618</td>
<td>931</td>
<td>2333</td>
<td>982</td>
</tr>
</tbody>
</table>

Fig. 1.2
The size of this array is denoted by $28 \times 4$ (read 28 by 4), since it contains 28 rows (the horizontal lines of numbers) and 4 columns (the vertical lines of numbers).

Linked Lists

Linked lists will be introduced by means of an example. Suppose a brokerage firm maintains a file where each record contains a customer's name and his or her salesperson, and suppose the file contains the data appearing in Fig. 1.3. Clearly the file could be stored in the computer by such a table, i.e., by two columns of nine names. However, this may not be the most useful way to store the data, as the following discussion shows.

<table>
<thead>
<tr>
<th>Customer</th>
<th>Salesperson</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Adams</td>
</tr>
<tr>
<td>2</td>
<td>Brown</td>
</tr>
<tr>
<td>3</td>
<td>Clark</td>
</tr>
<tr>
<td>4</td>
<td>Drew</td>
</tr>
<tr>
<td>5</td>
<td>Evans</td>
</tr>
<tr>
<td>6</td>
<td>Farmer</td>
</tr>
<tr>
<td>7</td>
<td>Geller</td>
</tr>
<tr>
<td>8</td>
<td>Hill</td>
</tr>
<tr>
<td>9</td>
<td>Infeld</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
</tr>
<tr>
<td></td>
<td>Ray</td>
</tr>
<tr>
<td></td>
<td>Jones</td>
</tr>
<tr>
<td></td>
<td>Ray</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
</tr>
<tr>
<td></td>
<td>Jones</td>
</tr>
<tr>
<td></td>
<td>Ray</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
</tr>
<tr>
<td></td>
<td>Ray</td>
</tr>
</tbody>
</table>

Fig. 1.3

Another way of storing the data in Fig. 1.3 is to have a separate array for the salespeople and an entry (called a pointer) in the customer file which gives the location of each customer's salesperson. This is done in Fig. 1.4, where some of the pointers are pictured by an arrow from the location of the pointer to the location of the corresponding salesperson. Practically speaking, an integer used as a pointer requires less space than a name; hence this representation saves space, especially if there are hundreds of customers for each salesperson.

Suppose the firm wants the list of customers for a given salesperson. Using the data representation in Fig. 1.4, the firm would have to search through the entire customer file. One way to simplify such a search is to have the arrows in Fig. 1.4 point the other way; each salesperson would now have a set of pointers giving the positions of his or her customers, as in Fig. 1.5. The main disadvantage of this representation is that each salesperson may have many pointers and the set of pointers will change as customers are added and deleted.

Another very popular way to store the type of data in Fig. 1.3 is shown in Fig. 1.6. Here each salesperson has one pointer which points to his or her first customer, whose pointer in turn points to the second customer, and so on, with the salesperson's last customer indicated by a 0. This is pictured with arrows in Fig. 1.6 for the salesperson Ray. Using this representation one can easily obtain the entire list of customers for a given salesperson and, as we will see in Chapter 5, one can easily insert and delete customers.
The representation of the data in Fig. 1.6 is an example of linked lists. Although the terms "pointer" and "link" are usually used synonymously, we will try to use the term "pointer" when an element in one list points to an element in a different list, and to reserve the term "link" for the case when an element in a list points to an element in that same list.
Trees

Data frequently contain a hierarchical relationship between various elements. The data structure which reflects this relationship is called a rooted tree graph or, simply, a tree. Trees will be defined and discussed in detail in Chapter 7. Here we indicate some of their basic properties by means of two examples.

Example 1.4 Record Structure

Although a file may be maintained by means of one or more arrays, a record, where one indicates both the group items and the elementary items, can best be described by means of a tree structure. For example, an employee personnel record may contain the following data items:

Social Security Number, Name, Address, Age, Salary, Dependents

However, Name may be a group item with the subitems Last, First and MI (middle initial). Also, Address may be a group item with the subitems Street address and Area address, where Area itself may be a group item having subitems City, State and ZIP code number. This hierarchical structure is pictured in Fig. 1.7(a). Another way of picturing such a tree structure is in terms of levels, as in Fig. 1.7(b).

Example 1.5 Algebraic Expressions

Consider the algebraic expression

$$(2x + y)(a - 7b)^3$$

Using a vertical arrow (↑) for exponentiation and an asterisk (*) for multiplication, we can represent the expression by the tree in Fig. 1.8. Observe that the order in which the operations will be performed is reflected in the diagram: the exponentiation must take place after the subtraction, and the multiplication at the top of the tree must be executed last.

There are data structures other than arrays, linked lists and trees which we shall study. Some of these structures are briefly described below.

(a) **Stack.** A stack, also called a last-in first-out (LIFO) system, is a linear list in which insertions and deletions can take place only at one end, called the top. This structure is similar in its operation to a stack of dishes on a spring system, as pictured in Fig. 1.9(a). Note that new dishes are inserted only at the top of the stack and dishes can be deleted only from the top of the stack.

(b) **Queue.** A queue, also called a first-in first-out (FIFO) system, is a linear list in which deletions can take place only at one end of the list, the “front” of the list, and insertions can take place only at the other end of the list, the “rear” of the list. This structure operates in
much the same way as a line of people waiting at a bus stop, as pictured in Fig. 1.9(b): the first person in line is the first person to board the bus. Another analogy is with automobiles waiting to pass through an intersection—the first car in line is the first car through.

(c) *Graph*. Data sometimes contain a relationship between pairs of elements which is not necessarily hierarchical in nature. For example, suppose an airline flies only between the cities connected by lines in Fig. 1.9(c). The data structure which reflects this type of relationship is called a graph. Graphs will be formally defined and studied in Chapter 8.
Remark: Many different names are used for the elements of a data structure. Some commonly used names are “data element,” “data item,” “item aggregate,” “record,” “node” and “data object.” The particular name that is used depends on the type of data structure, the context in which the structure is used and the people using the name. Our preference shall be the term “data element,” but we will use the term “record” when discussing files and the term “node” when discussing linked lists, trees and graphs.

1.4 DATA STRUCTURE OPERATIONS

The data appearing in our data structures are processed by means of certain operations. In fact, the particular data structure that one chooses for a given situation depends largely on the frequency with which specific operations are performed. This section introduces the reader to some of the most frequently used of these operations.

The following four operations play a major role in this text:

1) **Traversing**: Accessing each record exactly once so that certain items in the record may be processed. (This accessing and processing is sometimes called “visiting” the record.)

2) **Searching**: Finding the location of the record with a given key value, or finding the locations of all records which satisfy one or more conditions.

3) **Inserting**: Adding a new record to the structure.

4) **Deleting**: Removing a record from the structure.

Sometimes two or more of the operations may be used in a given situation; e.g., we may want to delete the record with a given key, which may mean we first need to search for the location of the record.)
The following two operations, which are used in special situations, will also be considered:

1. **Sorting**: Arranging the records in some logical order (e.g., alphabetically according to some NAME key, or in numerical order according to some NUMBER key, such as social security number or account number)

2. **Merging**: Combining the records in two different sorted files into a single sorted file

Other operations, e.g. copying and concatenation, will be discussed later in the text.

Example 1.6

An organization contains a membership file in which each record contains the following data for a given member:

Name, Address, Telephone Number, Age, Sex

(a) Suppose the organization wants to announce a meeting through a mailing. Then one would traverse the file to obtain Name and Address for each member.

(b) Suppose one wants to find the names of all members living in a certain area. Again one would traverse the file to obtain the data.

(c) Suppose one wants to obtain Address for a given Name. Then one would search the file for the record containing Name.

(d) Suppose a new person joins the organization. Then one would insert his or her record into the file.

(e) Suppose a member dies. Then one would delete his or her record from the file.

(f) Suppose a member has moved and has a new address and telephone number. Given the name of the member, one would first need to search for the record in the file. Then one would perform the "update"—i.e., change items in the record with the new data.

(g) Suppose one wants to find the number of members 65 or older. Again one would traverse the file, counting such members.

1.5 ALGORITHMS: COMPLEXITY, TIME-SPACE TRADEOFF

(An algorithm is a well-defined list of steps for solving a particular problem.) One major purpose of this text is to develop efficient algorithms for the processing of our data. The time and space it uses are two major measures of the efficiency of an algorithm. The complexity of an algorithm is the function which gives the running time and/or space in terms of the input size. (The notion of complexity will be treated in Chapter 2.)

Each of our algorithms will involve a particular data structure. Accordingly, we may not always be able to use the most efficient algorithm, since the choice of data structure depends on many things, including the type of data and the frequency with which various data operations are applied. Sometimes the choice of data structure involves a time-space tradeoff: by increasing the amount of space for storing the data, one may be able to reduce the time needed for processing the data, or vice versa. We illustrate these ideas with two examples,
Searching Algorithms

Consider a membership file, as in Example 1.6, in which each record contains, among other data, the name and telephone number of its member. Suppose we are given the name of a member and we want to find his or her telephone number. One way to do this is to linearly search through the file, i.e., to apply the following algorithm:

Linear Search

Search each record of the file, one at a time, until finding the given Name and hence the corresponding telephone number.

First of all, it is clear that the time required to execute the algorithm is proportional to the number of comparisons. Also, assuming that each name in the file is equally likely to be picked, it is intuitively clear that the average number of comparisons for a file with \( n \) records is equal to \( n/2 \); that is, the complexity of the linear search algorithm is given by \( O(n) = n/2 \).

The above algorithm would be impossible in practice if we were searching through a list consisting of thousands of names, as in a telephone book. However, if the names are sorted alphabetically, as in telephone books, then we can use an efficient algorithm called binary search. This algorithm is discussed in detail in Chapter 4, but we briefly describe its general idea below.

Binary Search

Compare the given Name with the name in the middle of the list; this tells which half of the list contains Name. Then compare Name with the name in the middle of the correct half to determine which quarter of the list contains Name. Continue the process until finding Name in the list.

One can show that the complexity of the binary search algorithm is given by

\[ C(n) = \log_2 n \]

Thus, for example, one will not require more than 15 comparisons to find a given Name in a list containing 25,000 names.

Although the binary search algorithm is a very efficient algorithm, it has some major drawbacks. Specifically, the algorithm assumes that one has direct access to the middle name in the list or a sublist. This means that the list must be stored in some type of array. Unfortunately, inserting an element in an array requires elements to be moved down the list, and deleting an element from an array requires element to be moved up the list.

The telephone company solves the above problem by printing a new directory every year while keeping a separate temporary file for new telephone customers. That is, the telephone company updates its files every year. On the other hand, a bank may want to insert a new customer in its file almost instantaneously. Accordingly, a linearly sorted list may not be the best data structure for a bank.

An Example of Time-Space Tradeoff

Suppose a file of records contains names, social security numbers and much additional information among its fields. Sorting the file alphabetically and rising a binary search is a very efficient way to
find the record for a given name. On the other hand, suppose we are given only the social security number. Then we would have to do a linear search for the record, which is extremely time-consuming for a very large number of records. How can we solve such a problem? One way is to have another file which is sorted numerically according to social security number. This, however, would double the space required for storing the data. Another way, pictured in Fig. 1.10, is to have the main file sorted numerically by social security number and to have an auxiliary array with only two columns, the first column containing an alphabetized list of the names and the second column containing pointers which give the locations of the corresponding records in the main file. This is one way of solving the problem that is used frequently, since the additional space, containing only two columns, is minimal for the amount of extra information it provides.

<table>
<thead>
<tr>
<th>Name</th>
<th>Pointer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abbey, Gregory</td>
<td>2</td>
</tr>
<tr>
<td>Brown, John</td>
<td>4</td>
</tr>
<tr>
<td>Carey, Mary</td>
<td>546</td>
</tr>
<tr>
<td>Davis, Earl</td>
<td>1</td>
</tr>
<tr>
<td>Ellis, Susan</td>
<td>76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soc. Sec. No</th>
<th>Name</th>
<th>Extra Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>013-44-5555</td>
<td>Davis, Earl</td>
<td>XXXXXXXXXXXX</td>
</tr>
<tr>
<td>025-55-6196</td>
<td>Abbey, Gregory</td>
<td>XXXXXXXXXXXX</td>
</tr>
<tr>
<td>027-73-3961</td>
<td>Lane, Alice</td>
<td>XXXXXXXXXXXX</td>
</tr>
<tr>
<td>174-62-3485</td>
<td>Brown, John</td>
<td>XXXXXXXXXXXX</td>
</tr>
<tr>
<td>182-74-6398</td>
<td>Smith, Mary</td>
<td>XXXXXXXXXXXX</td>
</tr>
</tbody>
</table>

**Fig. 1.10**

Remark: Suppose a file is sorted numerically by social security number. As new records are inserted into the file, data must be constantly moved to new locations in order to maintain the sorted order. One simple way to minimize the movement of data is to have the social security number serve as the address of each record. Not only would there be no movement of data when records are inserted, but there would be instant access to any record. However, this method of storing data would require one billion \(10^9\) memory locations for only hundreds or possibly thousands of records. Clearly, this tradeoff of space for time is not worth the expense. An alternative method is to define a function \(H\) from the set \(K\) of key values—social security numbers—into the set \(L\) of addresses of memory cells. Such a function \(H\) is called a **hashing function**. Hashing
Basic Terminology

1.1 A professor keeps a class list containing the following data for each student:

Name, Major, Student Number, Test Scores, Final Grade

(a) State the entities, attributes and entity set of the list.
(b) Describe the field values, records and file.
(c) Which attributes can serve as primary keys for the list?

(a) Each student is an entity, and the collection of students is the entity set. The properties, name, major, and so on, of the students are the attributes.
(b) The field values are the values assigned to the attributes, i.e., the actual names, test scores, and so on. The field values for each student constitute a record, and the collection of all the student records is the file.
(c) Either Name or Student Number can serve as a primary key, since each uniquely determines the student’s record. Normally the professor uses Name as the primary key, but the registrar may use Student Number.

1.2 A hospital maintains a patient file in which each record contains the following data:

Name, Admission Date, Social Security Number, Room, Bed Number, Doctor

(a) Which items can serve as primary keys?
(b) Which pair of items can serve as a primary key?
(c) Which items can be group items?

(a) Name and Social Security Number can serve as primary keys. (We assume that no two patients have the same name.)
(b) Room and Bed Number in combination also uniquely determine a given patient.
(c) Name, Admission Date and Doctor may be group items.

1.3 Which of the following data items may lead to variable-length records when included as items in the record: (a) age, (b) sex, (c) name of spouse, (d) names of children, (e) education, (f) previous employers?

Since (d) and (f) may contain a few or many items, they may lead to variable-length records. Also, (e) may contain many items, unless it asks only for the highest level obtained.

1.4 Data base systems will be only briefly covered in this text. Why?

“Data base systems” refers to data stored in the secondary memory of the computer. The implementation and analysis of data structures in the secondary memory are very different from those in the main memory of the computer. This text is primarily concerned with data structures in main memory, not secondary memory.
Data Structures and Operations

1.5 Give a brief description of (a) traversing, (b) sorting and (c) searching.

(a) Accessing and processing each record exactly once
(b) Arranging the data in some given order
(c) Finding the location of the record with a given key or keys

1.6 Give a brief description of (a) inserting and (b) deleting.

(a) Adding a new record to the data structure, usually keeping a particular ordering
(b) Removing a particular record from the data structure

1.7 Consider the linear array NAME in Fig. 1.11, which is sorted alphabetically.

(a) Find NAME[2], NAME[4] and NAME[7].
(b) Suppose Davis is to be inserted into the array. How many names must be moved to new locations?
(c) Suppose Gupta is to be deleted from the array. How many names must be moved to new locations?

(a) Here NAME[K] is the kth name in the list. Hence,
(b) Since Davis will be assigned to NAME[3], the names Evans through Smith must be moved. Hence six names are moved.
(c) The names Jones through Smith must be moved up the array. Hence four names must be moved.

<table>
<thead>
<tr>
<th>NAME</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 1.11

1.8 Consider the linear array NAME in Fig. 1.12. The values of FIRST and LINK[K] in the figure determine a linear ordering of the names as follows. FIRST gives the location of the first name in the list, and LINK[K] gives the location of the name following NAME[K], with 0 denoting the end of the list. Find the linear ordering of the names.
The ordering is obtained as follows:
FIRST = 5, so the first name in the list is NAME[5], which is Brooks.
LINK[5] = 2, so the next name is NAME[2], which is Clark.
LINK[2] = 8, so the next name is NAME[8], which is Fisher.
LINK[8] = 4, so the next name is NAME[4], which is Hansen.
LINK[4] = 10, so the next name is NAME[10], which is Leary.
LINK[10] = 6, so the next name is NAME[6], which is Pitt.
LINK[6] = 1, so the next name is NAME[1], which is Rogers.
LINK[1] = 7, so the next name is NAME[7], which is Walker.
LINK[7] = 0, which indicates the end of the list.
Thus the linear ordering of the names is Brooks, Clark, Fisher, Hansen, Leary, Pitt, Rogers, Walker. Note that this is the alphabetical ordering of the names.

1.9 Consider the algebraic expression \((7x + y)(5a - b)^3\). (a) Draw the corresponding tree diagram as in Example 1.5. (b) Find the scope of the exponential operation. (The scope of a node \(v\) in a tree is the subtree consisting of \(v\) and the nodes following \(v\).)

(a) Use a vertical arrow (\(\uparrow\)) for exponentiation and an asterisk (*) for multiplication to obtain the tree in Fig. 1.13.

Fig. 1.13
(b) The scope of the exponentiation operation \(\uparrow\) is the subtree circled in the diagram. It corresponds to the expression \((5a - b)^3\).

### 1.10

The following is a tree structure given by means of level numbers as discussed in Example 1.4:

- 01 Employee
- 02 Name
- 02 Number
- 02 Hours
- 03 Regular
- 03 Overtime
- 02 Rate

Draw the corresponding tree diagram.

The tree diagram appears in Fig. 1.14. Here each node \(v\) is the successor of the node which precedes \(v\) and has a lower level number than \(v\).

![Employee](image)

Name
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Fig. 1.14

### 1.11

Discuss whether a stack or a queue is the appropriate structure for determining the order in which elements are processed in each of the following situations.

(a) Batch computer programs are submitted to the computer center.

(b) Program A calls subprogram B, which calls subprogram C, and so on.

(c) Employees have a contract which calls for a seniority system for hiring and firing.

(a) Queue. Excluding priority cases, programs are executed on a first come, first served basis.

(b) Stack. The last subprogram is executed first, and its results are transferred to the next-to-last program, which is then executed, and so on, until the original calling program is executed.

(c) Stack. In a seniority system, the last to be hired is the first to be discharged.

### 1.12

The daily flights of an airline company appear in Fig. 1.15. CITY lists the cities, and ORIG[K] and DEST[K] denote the cities of origin and destination, respectively, of the flight. NUMBER[K]. Draw the corresponding directed graph of the data. (The graph is directed because the flight numbers represent flights from one city to another but not returning.)

The nodes of the graph are the five cities. Draw an arrow from A to B, and label the arrow with the flight number. The directed graph
Complexity; Space-Time Tradeoffs

1.13 Briefly describe the notions of (a) the complexity of an algorithm and (b) the space-time tradeoff of algorithms.

(a) The complexity of an algorithm is a function $f(n)$ which measures the time and/or space used by an algorithm in terms of the input size $n$.

(b) The space-time tradeoff refers to a choice between algorithmic solutions of a data processing problem that allows one to decrease the running time of an algorithmic solution by increasing the space to store the data and vice versa.
1.14 Suppose a data set $S$ contains $n$ elements.

(a) Compare the running time $T_1$ of the linear search algorithm with the running time $T_2$ of the binary search algorithm when (i) $n = 1000$ and (ii) $n = 10000$.

(b) Discuss searching for a given item in $S$ when $S$ is stored as a linked list.

(a) Recall (Sec. 1.5) that the expected running of the linear search algorithm is $f(n) = \frac{n}{2}$ and that the binary search algorithm is $f(n) = \log_2 n$. Accordingly, (i) for $n = 1000$, $T_1 = 500$ but $T_2 = \log_2 1000 = 10$; and (ii) for $n = 10000$, $T_1 = 5000$ but $T_2 = \log_2 10000 = 14$.

(b) The binary search algorithm assumes that one can directly access the middle element in the set $S$. But one cannot directly access the middle element in a linked list. Hence one may have to use a linear search algorithm when $S$ is stored as a linked list.

1.15 Consider the data in Fig. 1.15, which gives the different flights of an airline. Discuss different ways of storing the data so as to decrease the time in executing the following:

(a) Find the origin and destination of a flight, given the flight number.

(b) Given city A and city B, find whether there is a flight from A to B, and if there is, find its flight number.

(a) Store the data of Fig. 1.15(b) in arrays ORIG and DEST where the subscript is the flight number, as pictured in Fig. 1.17(a).

(b) Store the data of Fig. 1.15(b) in a two-dimensional array FLIGHT where FLIGHT[J, K] contains the flight number of the flight from CITY[J] to CITY[K], or contains 0 when there is no such flight, as pictured in Fig. 1.17(b).

<table>
<thead>
<tr>
<th>ORIG</th>
<th>DEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>701</td>
<td>2</td>
</tr>
<tr>
<td>702</td>
<td>3</td>
</tr>
<tr>
<td>703</td>
<td>2</td>
</tr>
<tr>
<td>704</td>
<td>0</td>
</tr>
<tr>
<td>705</td>
<td>3</td>
</tr>
<tr>
<td>706</td>
<td>0</td>
</tr>
<tr>
<td>715</td>
<td>1</td>
</tr>
<tr>
<td>716</td>
<td>0</td>
</tr>
<tr>
<td>717</td>
<td>5</td>
</tr>
<tr>
<td>718</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FLIGHT</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>715</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>701</td>
<td>0</td>
<td>711</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>702</td>
<td>0</td>
<td>708</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>718</td>
</tr>
<tr>
<td>5</td>
<td>713</td>
<td>712</td>
<td>705</td>
<td>717</td>
<td>0</td>
</tr>
</tbody>
</table>

(b)

Fig. 1.17
1.16 Suppose an airline serves \( n \) cities with \( s \) flights. Discuss drawbacks to the data representations used in Fig. 1.17(a) and Fig. 1.17(b).

(a) Suppose the flight numbers are spaced very far apart; i.e. suppose the ratio of the number \( s \) of flights to the number of memory locations is very small, e.g. approximately 0.05. Then the extra storage space may not be worth the expense.

(b) Suppose the ratio of the number \( s \) of flights to the number \( n \) of memory locations in the array FLIGHT is very small, i.e. that the array FLIGHT is one that contains a large number of zeros (such an array is called a sparse matrix). Then the extra storage space may not be worth the expense.
Chapter Two

Preliminaries

2.1 INTRODUCTION

The development of algorithms for the creation and processing of data structures is a major feature of this text. This chapter describes, by means of simple examples, the format that will be used to present our algorithms. The format we have selected is similar to the format used by Knuth in his well-known text Fundamental Algorithms. Although our format is language-free, the algorithms will be sufficiently well structured and detailed that they can be easily translated into some programming language such as Pascal, FORTRAN, PL/I or BASIC. In fact, some of our algorithms will be translated into such languages in the problems sections.

Algorithms may be quite complex. The computer programs implementing the more complex algorithms can be more easily understood if these programs are organized into hierarchies of modules similar to the one in Fig. 2.1. In such an organization, each program contains first a main module, which gives a general description of the algorithm; this main module refers to certain submodules, which contain more detailed information than the main module; each of the submodules may refer to more detailed submodules; and so on. The organization of a program into such a hierarchy of modules normally requires the use of certain basic flow patterns and logical structures which are usually associated with the notion of structured programming. These flow patterns and logical structures will be reviewed in this chapter.

The chapter begins with a brief outline and discussion of various mathematical functions which occur in the study of algorithms and in computer science in general, and the chapter ends with a discussion of the different kinds of variables that can appear in our algorithms and programs.

The notion of the complexity of an algorithm is also covered in this chapter. This important measurement of algorithms gives us a tool to compare different algorithmic solutions to a particular
problem such as searching or sorting. The concept of an algorithm and its complexity is fundamental not only to data structures but also to almost all areas of computer science.

2.2 MATHEMATICAL NOTATION AND FUNCTIONS

This section gives various mathematical functions which appear very often in the analysis of algorithms and in computer science in general, together with their notation.

Floor and Ceiling Functions

Let $x$ be any real number. Then $x$ lies between two integers called the floor and the ceiling of $x$. Specifically,

- $\lfloor x \rfloor$, called the floor of $x$, denotes the greatest integer that does not exceed $x$.
- $\lceil x \rceil$, called the ceiling of $x$, denotes the least integer that is not less than $x$.

If $x$ is itself an integer, then $\lfloor x \rfloor = \lceil x \rceil$; otherwise $\lfloor x \rfloor + 1 = \lceil x \rceil$.

Example 2.1

\[
\begin{align*}
\lfloor 3.14 \rfloor &= 3, & \lfloor \sqrt{5} \rfloor &= 2, & \lceil -8.5 \rceil &= -9, & \lceil 7 \rceil &= 7 \\
\lceil 3.14 \rceil &= 4, & \lceil \sqrt{5} \rceil &= 3, & \lfloor -8.5 \rfloor &= -8, & \lfloor 7 \rfloor &= 7
\end{align*}
\]
Remainder Function; Modular Arithmetic

Let \( k \) be any integer and let \( M \) be a positive integer. Then

\[
    k \pmod{M}
\]
(read \( k \) modulo \( M \)) will denote the integer remainder when \( k \) is divided by \( M \). More exactly, \( k \pmod{M} \) is the unique integer \( r \) such that

\[
k = Mq + r \quad \text{where} \quad 0 \leq r < M
\]

When \( k \) is positive, simply divide \( k \) by \( M \) to obtain the remainder \( r \). Thus

\[
25 \pmod{7} = 4, \quad 25 \pmod{5} = 0, \quad 35 \pmod{11} = 2, \quad 3 \pmod{8} = 3
\]

Problem 2.2(b) shows a method to obtain \( k \pmod{M} \) when \( k \) is negative.

The term “mod” is also used for the mathematical congruence relation, which is denoted and defined as follows:

\[
a \equiv b \pmod{M} \quad \text{if and only if} \quad M \text{ divides } b - a
\]

\( M \) is called the modulus, and \( a \equiv b \pmod{M} \) is read “\( a \) is congruent to \( b \) modulo \( M \)” The following aspects of the congruence relation are frequently useful:

\[
0 \equiv M \pmod{M} \quad \text{and} \quad a \equiv M \equiv a \pmod{M}
\]

Arithmetic modulo \( M \) refers to the arithmetic operations of addition, multiplication and subtraction where the arithmetic value is replaced by its equivalent value in the set

\[
\{0, 1, 2, \ldots, M - 1\}
\]

or in the set

\[
\{1, 2, 3, \ldots, M\}
\]

For example, in arithmetic modulo 12, sometimes called “clock” arithmetic,

\[
6 + 9 \equiv 3, \quad 7 \times 5 \equiv 11, \quad 1 - 5 \equiv 8, \quad 2 + 10 \equiv 0 \equiv 12
\]

(The use of 0 or \( M \) depends on the application.)

Integer and Absolute Value Functions

Let \( x \) be any real number. The integer value of \( x \), written \( \text{INT}(x) \), converts \( x \) into an integer by deleting (truncating) the fractional part of the number. Thus

\[
\text{INT}(3.14) = 3, \quad \text{INT}(\sqrt{5}) = 2, \quad \text{INT}(-8.5) = -8, \quad \text{INT}(7) = 7
\]

Observe that \( \text{INT}(x) = \lfloor x \rfloor \) or \( \text{INT}(x) = x \) according to whether \( x \) is positive or negative.

The absolute value of the real number \( x \), written \( \text{ABS}(x) \) or \( |x| \), is defined as the greater of \( x \) or \(-x\). Hence \( \text{ABS}(0) = 0 \), and for \( x \neq 0 \). \( \text{ABS}(x) = x \) or \( \text{ABS}(x) = -x \), depending on whether \( x \) is positive or negative. Thus

\[
|-15| = 15, \quad |7| = 7, \quad |-3.33| = 3.33, \quad |4.44| = 4.44, \quad |0.075| = 0.075
\]

We note that \( |x| = | -x | \) and, for \( x \neq 0 \), \( |x| \) is positive.
**Summation Symbol; Sums**

Here we introduce the summation symbol Σ (the Greek letter sigma). Consider a sequence \( a_1, a_2, a_3, \ldots \). Then the sums

\[
a_1 + a_2 + \cdots + a_n \quad \text{and} \quad a_m + a_{m+1} + \cdots + a_n
\]

will be denoted, respectively, by

\[
\sum_{j=1}^{n} a_j \quad \text{and} \quad \sum_{j=m}^{n} a_j
\]

The letter \( j \) in the above expressions is called a **dummy index** or **dummy variable**. Other letters frequently used as dummy variables are \( i, k, s \) and \( t \).

**Example 2.2**

\[
\sum_{j=1}^{n} a_j b_j = a_1 b_1 + a_2 b_2 + \cdots + a_n b_n
\]

\[
\sum_{j=2}^{5} j^2 = 2^2 + 3^2 + 4^2 + 5^2 = 4 + 9 + 16 + 25 = 54
\]

\[
\sum_{j=1}^{n} j = 1 + 2 + \cdots + n
\]

The last sum in Example 2.2 will appear very often. It has the value \( n(n + 1)/2 \). That is,

\[
1 + 2 + 3 + \cdots + n = \frac{n(n+1)}{2}
\]

Thus, for example,

\[
1 + 2 + \cdots + 50 = \frac{50(51)}{2} = 1275
\]

**Factorial Function**

The product of the positive integers from 1 to \( n \), inclusive, is denoted by \( n! \) (read "\( n \) factorial"). That is,

\[
n! = 1 \cdot 2 \cdot 3 \cdots (n-2)(n-1)n
\]

It is also convenient to define \( 0! = 1 \).
Example 2.3

(a) \(2! = 1 \cdot 2 = 2; \) \(3! = 1 \cdot 2 \cdot 3 = 6; \) \(4! = 1 \cdot 2 \cdot 3 \cdot 4 = 24\)

(b) For \(n > 1\), we have \(n! = n \cdot (n - 1)!\). Hence

\[5! = 5 \cdot 4! = 5 \cdot 24 = 120; \quad 6! = 6 \cdot 5! = 6 \cdot 120 = 720\]

Permutations

A permutation of a set of \(n\) elements is an arrangement of the elements in a given order. For example, the permutations of the set consisting of the elements \(a, b, c\) are as follows:

\[abc, \ ab, \ bac, \ bca, \ cab, \ cba\]

One can prove: There are \(n!\) permutations of a set of \(n\) elements. Accordingly, there are \(4! = 24\) permutations of a set with 4 elements, \(5! = 120\) permutations of a set with 5 elements, and so on.

Exponents and Logarithms

Recall the following definitions for integer exponents (where \(m\) is a positive integer):

\[a^n = a \cdot a \cdots a \ (m \text{ times}), \quad a^0 = 1, \quad a^{-m} = \frac{1}{a^m}\]

Exponents are extended to include all rational numbers by defining, for any rational number \(m/n\),

\[a^{m/n} = \sqrt[n]{a^m} = \left(\sqrt[n]{a}\right)^m\]

For example,

\[2^4 = 16, \quad 2^{-4} = \frac{1}{16}, \quad 125^{2/3} = 5^2 = 25\]

In fact, exponents are extended to include all real numbers by defining, for any real number \(x\),

\[a^x = \lim_{r \to x} a^r \quad \text{where } r \text{ is a rational number}\]

Accordingly, the exponential function \(f(x) = a^x\) is defined for all real numbers.

Logarithms are related to exponents as follows. Let \(b\) be a positive number. The logarithm of any positive number \(x\) to the base \(b\) is written

\[\log_b x\]

represents the exponent to which \(b\) must be raised to obtain \(x\). That is,

\[y = \log_b x \quad \text{and} \quad b^y = x\]

are equivalent statements. Accordingly,

\[\log_2 8 = 3 \quad \text{since} \quad 2^3 = 8; \quad \log_{10} 100 = 2 \quad \text{since} \quad 10^2 = 100\]

\[\log_2 64 = 6 \quad \text{since} \quad 2^6 = 64; \quad \log_{10} 0.001 = -3 \quad \text{since} \quad 10^{-3} = 0.001\]
Furthermore, for any base \( b \),
\[
\log_b 1 = 0 \quad \text{since} \quad b^0 = 1 \\
\log_b b = 1 \quad \text{since} \quad b^1 = b
\]
The logarithm of a negative number and the logarithm of 0 are not defined.

One may also view the exponential and logarithmic functions
\[
f(x) = b^x \quad \text{and} \quad g(x) = \log_b x
\]
as inverse functions of each other. Accordingly, the graphs of these two functions are related. (See Solved Problem 2.5.)

Frequently, logarithms are expressed using approximate values. For example, using tables or
calculators, one obtains
\[
\log_{10} 300 = 2.4771 \quad \text{and} \quad \log_e 40 = 3.6889
\]
as approximate answers. (Here \( e = 2.718281 \ldots \).)

Logarithms to the base 10 (called common logarithms), logarithms to the base \( e \) (called natural
logarithms) and logarithms to the base 2 (called binary logarithms) are of special importance. Some texts write:

\[
\ln x \quad \text{instead of} \quad \log_e x \\
\lg x \text{ or } \log x \quad \text{instead of} \quad \log_2 x
\]

This text on data structures is mainly concerned with binary logarithms. Accordingly,

\[
\text{The term } \log x \text{ shall mean } \log_2 x \text{ unless otherwise specified.}
\]

Frequently, we will require only the floor or the ceiling of a binary logarithm. This can be
obtained by looking at the powers of 2. For example,
\[
\lfloor \log_2 100 \rfloor = 6 \quad \text{since} \quad 2^6 = 64 \quad 2^7 = 128 \\
\lfloor \log_2 1000 \rfloor = 9 \quad \text{since} \quad 2^8 = 512 \quad \text{and} \quad 2^9 = 1024
\]
and so on.

## 2.3 ALGORITHMIC NOTATION

An algorithm, intuitively speaking, is a finite step-by-step list of well-defined instructions for
solving a particular problem. The formal definition of an algorithm, which uses the notion of
Turing machine or its equivalent, is very sophisticated and lies beyond the scope of this text. This
section describes the format that is used to present algorithms throughout the text. This algorithm
notation is best described by means of examples.

**Example 2.4**

An array \( DATA \) of numerical values is in memory. We want to find the location \( LOC \)
and the value \( MAX \) of the largest element of \( DATA \). Given no other information about
\( DATA \), one way to solve the problem is as follows:
Initially begin with $\text{LOC} = 1$ and $\text{MAX} = \text{DATA}[1]$. Then compare $\text{MAX}$ with each successive element $\text{DATA}[K]$ of $\text{DATA}$. If $\text{DATA}[K]$ exceeds $\text{MAX}$, then update $\text{LOC}$ and $\text{MAX}$ so that $\text{LOC} = K$ and $\text{MAX} = \text{DATA}[K]$. The final values appearing in $\text{LOC}$ and $\text{MAX}$ give the location and value of the largest element of $\text{DATA}$.

A formal presentation of this algorithm, whose flow chart appears in Fig. 2.2, follows.

**Algorithm 2.1**: (Largest Element in Array) A nonempty array $\text{DATA}$ with $N$ numerical values is given. This algorithm finds the location $\text{LOC}$ and the value $\text{MAX}$ of the largest element of $\text{DATA}$. The variable $K$ is used as a counter.

Step 1. [Initialize.] Set $K := 1$, $\text{LOC} := 1$ and $\text{MAX} := \text{DATA}[1]$.

Step 2. [Increment counter.] Set $K := K + 1$.

Step 3. [Test counter.] If $K > N$, then:
   - Write: $\text{LOC}$, $\text{MAX}$, and Exit.

Step 4. [Compare and update.] If $\text{MAX} < \text{DATA}[K]$, then:
   - Set $\text{LOC} := K$ and $\text{MAX} := \text{DATA}[K]$.

Step 5. [Repeat loop.] Go to Step 2.
The format for the formal presentation of an algorithm consists of two parts. The first part is a paragraph which tells the purpose of the algorithm, identifies the variables which occur in the algorithm and lists the input data. The second part of the algorithm consists of the list of steps that is to be executed.

The following summarizes certain conventions that we will use in presenting our algorithms. Some control structures will be covered in the next section.

**Identifying Number**

Each algorithm is assigned an identifying number as follows: Algorithm 4.3 refers to the third algorithm in Chapter 4; Algorithm P5.3 refers to the algorithm in Solved Problem 5.3 in Chapter 5. Note that the letter "P" indicates that the algorithm appears in a problem.

**Steps, Control, Exit**

The steps of the algorithm are executed one after the other, beginning with Step 1, unless indicated otherwise. Control may be transferred to Step n of the algorithm by the statement "Go to Step n." For example, Step 5 transfers control back to Step 2 in Algorithm 2.1. Generally speaking, these Go to statements may be practically eliminated by using certain control structures discussed in the next section.

If several statements appear in the same step, e.g.,

```
Set K := 1, LOC := 1 and MAX := DATA[1].
```

then they are executed from left to right.

The algorithm is completed when the statement

```
Exit.
```

is encountered. This statement is similar to the STOP statement used in FORTRAN and in flowcharts.

**Comments**

Each step may contain a comment in brackets which indicates the main purpose of the step. The comment will usually appear at the beginning or the end of the step.

**Variable Names**

Variable names will use capital letters, as in MAX and DATA. Single-letter names of variables used as counters or subscripts will also be capitalized in the algorithms (K and N, for example). Even though lowercase may be used for these same variables (k and n) in the accompanying mathematical description and analysis. (Recall the discussion of italic and lowercase symbols in Sec. 1.3 of Chapter 1, under "Arrays.")

**Assignment Statement**

Our assignment statements will use the dots-equal notation := that is used in Pascal. For example:

```
Max := DATA[1]
```
assigns the value in DATA[1] to MAX. Some texts use the backward arrow ← or the equal sign = for this operation.

**Input and Output**

Data may be input and assigned to variables by means of a Read statement with the following form:

Read: Variables names.

Similarly, messages, placed in quotation marks, and data in variables may be output by means of a Write or Print statement with the following form:

Write: Messages and/or variable names.

**Procedures**

The term “procedure” will be used for an independent algorithmic module which solves a particular problem. The use of the word “procedure” or “module” rather than “algorithm” for a given problem is simply a matter of taste. Generally speaking, the word “algorithm” will be reserved for the solution of general problems. The term “procedure” will also be used to describe a certain type of subalgorithm which is discussed in Sec. 2.6.

**2.4 CONTROL STRUCTURES**

Algorithms and their equivalent computer programs are more easily understood if they mainly use self-contained modules and three types of logic, or flow of control, called

1. Sequence logic, or sequential flow
2. Selection logic, or conditional flow
3. Iteration logic, or repetitive flow

These three types of logic are discussed below, and in each case we show the equivalent flowchart.

**Sequence Logic (Sequential Flow)**

Sequence logic has already been discussed. Unless instructions are given to the contrary, the modules are executed in the obvious sequence. The sequence may be presented explicitly, by means of numbered steps, or implicitly, by the order in which the modules are written. (See Fig. 2.3.) Most processing, even of complex problems, will generally follow this elementary flow pattern.

**Selection Logic (Conditional Flow)**

Selection logic employs a number of conditions which lead to a selection of one out of several
alternative modules. The structures which implement this logic are called conditional structures or If structures. For clarity, we will frequently indicate the end of such a structure by the statement

[End of If structure.]

or some equivalent.

These conditional structures fall into three types, which are discussed separately.

(1) Single Alternative. This structure has the form

If condition, then:
[Module A]
[End of If structure.]

The logic of this structure is pictured in Fig. 2.4(a). If the condition holds, then Module A, which may consist of one or more statements, is executed; otherwise Module A is skipped and control transfers to the next step of the algorithm.
(2) **Double Alternative.** This structure has the form

If condition, then:
   [Module A]
Else:
   [Module B]
[End of If structure.]

The logic of this structure is pictured in Fig. 2.4(b). As indicated by the flow chart, if the condition holds, then Module A is executed; otherwise Module B is executed.

(3) **Multiple Alternatives.** This structure has the form

If condition(1), then:
   [Module A₁]
Else if condition(2), then:
   [Module A₂]
   ...
Else if condition(M), then:
   [Module A_M]
Else:
   [Module B]
[End of If structure.]

The logic of this structure allows only one of the modules to be executed. Specifically, either the module which follows the first condition which holds is executed, or the module which follows the final Else statement is executed. In practice, there will rarely be more than three alternatives.

---

**Example 2.5**

The solutions of the quadratic equation

\[ ax^2 + bx + c = 0 \]

where \( a \neq 0 \), are given by the quadratic formula

\[ x = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} \]

The quantity \( D = b^2 - 4ac \) is called the discriminant of the equation. If \( D \) is negative, then there are no real solutions. If \( D = 0 \), then there is only one (double) real solution, \( x = -b/2a \). If \( D \) is positive, the formula gives the two distinct real solutions. The following algorithm finds the solutions of a quadratic equation.

**Algorithm 2.2:** (Quadratic Equation) This algorithm inputs the coefficients A, B, C of a quadratic equation and outputs the real solutions, if any.

**Step 1.** Read: A, B, C.
**Step 2.** Set \( D = B^2 - 4AC \).
Step 3. If D > 0, then:
   (a) Set \( X_1 := \frac{-B + \sqrt{D}}{2A} \) and \( X_2 := \frac{-B - \sqrt{D}}{2A} \).
   (b) Write: \( X_1, X_2 \).
Else if D = 0, then:
   (a) Set \( X := -\frac{B}{2A} \).
   (b) Write: 'UNIQUE SOLUTION', X.
Else:
   Write: 'NO REAL SOLUTIONS'
[End of If structure.]

Step 4. Exit.

Remark: Observe that there are three mutually exclusive conditions in Step 3 of Algorithm 2.2 that depend on whether D is positive, zero or negative. In such a situation, we may alternatively list the different cases as follows:

Step 3. (1) If D > 0, then: ........................................
(2) If D = 0, then: ........................................
(3) If D < 0, then: ........................................

This is similar to the use of the CASE statement in Pascal.

**Iteration Logic (Repetitive Flow)**

The third kind of logic refers to either of two types of structures involving loops. Each type begins with a Repeat statement and is followed by a module, called the body of the loop. For clarity, we will indicate the end of the structure by the statement

[End of loop.]

or some equivalent.

Each type of loop structure is discussed separately.

The *repeat-for loop* uses an index variable, such as K, to control the loop. The loop will usually have the form:

Repeat for \( K = R \) to \( S \) by \( T \):
[Module]
[End of loop.]

The logic of this structure is pictured in Fig. 2.5(a). Here \( R \) is called the *initial value*, \( S \) the *end value* or *test value*, and \( T \) the *increment*. Observe that the body of the loop is executed first with \( K = R \), then with \( K = R + T \), then with \( K = R + 2T \), and so on. The cycling ends when \( K > S \). The then the cycling ends when \( K < S \).
The *repeat-while loop* uses a condition to control the loop. The loop will usually have the form:

```
Repeat while condition:
    [Module]
[End of loop.]
```

The logic of this structure is pictured in Fig. 2.5(b). Observe that the cycling continues until the condition is false. We emphasize that there must be a statement before the structure that initializes the condition controlling the loop, and in order that the looping may eventually cease, there must be a statement in the body of the loop that changes the condition.

**Example 2.6**

Algorithm 2.1 is rewritten using a repeat-while loop rather than a Go to statement:

**Algorithm 2.3:** (Largest Element in Array) Given a nonempty array DATA with N numerical values, this algorithm finds the location LOC and the value MAX of the largest element of DATA.

2. Repeat Steps 3 and 4 while $K \leq N$:
3. 
   a. If $MAX < DATA[K]$, then:
      [End of If structure.]
4. Set \( K := K + 1 \).
   [End of Step 2 loop.]
5. Write: LOC, MAX.

Algorithm 2.3 indicates some other properties of our algorithms. Usually we will omit the word "Step." We will try to use repeat structures instead of Go to statements. The repeat statement may explicitly indicate the steps that form the body of the loop. The "End of loop" statement may explicitly indicate the step where the loop begins. The modules contained in our logic structures will normally be indented for easier reading. This conforms to the usual format in structured programming.

Any other new notation or convention either will be self-explanatory or will be explained when it occurs.

2.5 COMPLEXITY OF ALGORITHMS

The analysis of algorithms is a major task in computer science. In order to compare algorithms, we must have some criteria to measure the efficiency of our algorithms. This section discusses this important topic.

Suppose \( M \) is an algorithm, and suppose \( n \) is the size of the input data. The time and space used by the algorithm \( M \) are the two main measures for the efficiency of \( M \). The time is measured by counting the number of key operations—in sorting and searching algorithms, for example, the number of comparisons. That is because key operations are so defined that the time for the other operations is much less than or at most proportional to the time for the key operations. The space is measured by counting the maximum of memory needed by the algorithm.

The complexity of an algorithm \( M \) is the function \( f(n) \) which gives the running time and/or storage space requirement of the algorithm in terms of the size \( n \) of the input data. Frequently, the storage space required by an algorithm is simply a multiple of the data size \( n \). Accordingly, unless otherwise stated or implied, the term "complexity" shall refer to the running time of the algorithm.

The following example illustrates that the function \( f(n) \), which gives the running time of an algorithm, depends not only on the size \( n \) of the input data but also on the particular data.

Example 2.7

Suppose we are given an English short story TEXT, and suppose we want to search through TEXT for the first occurrence of a given 3-letter word \( W \). If \( W \) is the 3-letter word "the," then it is likely that \( W \) occurs near the beginning of TEXT, so \( f(n) \) will be small. On the other hand, if \( W \) is the 3-letter word "zoo," then \( W \) may not appear in TEXT at all, so \( f(n) \) will be large.
The above discussion leads us to the question of finding the complexity function \( f(n) \) for certain cases. The two cases one usually investigates in complexity theory are as follows:

1. **Worst case:** the maximum value of \( f(n) \) for any possible input
2. **Average case:** the expected value of \( f(n) \)

Sometimes we also consider the minimum possible value of \( f(n) \), called the best case.

The analysis of the average case assumes a certain probabilistic distribution for the input data; one such assumption might be that all possible permutations of an input data set are equally likely. The average case also uses the following concept in probability theory. Suppose the numbers \( n_1, n_2, \ldots, n_k \) occur with respective probabilities \( p_1, p_2, \ldots, p_k \). Then the expectation or average value \( E \) is given by

\[
E = n_1p_1 + n_2p_2 + \cdots + n_kp_k
\]

These ideas are illustrated in the following example.

**Example 2.8 Linear Search**

Suppose a linear array DATA contains \( n \) elements, and suppose a specific ITEM of information is given. We want either to find the location LOC of ITEM in the array DATA, or to send some message, such as LOC = 0, to indicate that ITEM does not appear in DATA. The linear search algorithm solves this problem by comparing ITEM, one by one, with each element in DATA. That is, we compare ITEM with DATA[1], then DATA[2], and so on, until we find LOC such that ITEM = DATA[LOC]. A formal presentation of this algorithm follows.

**Algorithm 2.4:** (Linear Search) A linear array DATA with N elements and a specific ITEM of information are given. This algorithm finds the location LOC of ITEM in the array DATA or sets LOC = 0.

1. [Initialize] Set \( K := 1 \) and \( LOC := 0 \).
2. Repeat Steps 3 and 4 while \( LOC = 0 \) and \( K \leq N \).
3. If ITEM = DATA[K], then: Set \( LOC := K \).
4. Set \( K := K + 1 \). [Increments counter.]
   [End of Step 2 loop.]
5. [Successful?]
   If \( LOC = 0 \), then:
   Write: ITEM is not in the array DATA.
   Else:
   Write: LOC is the location of ITEM.
   [End of if structure.]

The complexity of the search algorithm is given by the number \( C \) of comparisons between ITEM and DATA[K]. We seek \( C(n) \) for the worst case and the average case.
Worst Case

Clearly the worst case occurs when ITEM is the last element in the array DATA or is not there at all. In either situation, we have

\[ C(n) = n \]

Accordingly, \( C(n) = n \) is the worst-case complexity of the linear search algorithm.

Average Case

Here we assume that ITEM does appear in DATA, and that it is equally likely to occur at any position in the array. Accordingly, the number of comparisons can be any of the numbers \( 1, 2, \ldots, n \), and each number occurs with probability \( p = 1/n \). Then

\[
C(n) = 1 \cdot \frac{1}{n} + 2 \cdot \frac{1}{n} + \cdots + n \cdot \frac{1}{n}
\]

\[
= (1 + 2 + \cdots + n) \cdot \frac{1}{n}
\]

\[
= \frac{n(n+1)}{2} \cdot \frac{1}{n} = \frac{n+1}{2}
\]

This agrees with our intuitive feeling that the average number of comparisons needed to find the location of ITEM is approximately equal to half the number of elements in the DATA list.

Remark: The complexity of the average case of an algorithm is usually much more complicated to analyze than that of the worst case. Moreover, the probabilistic distribution that one assumes for the average case may not actually apply to real situations. Accordingly, unless otherwise stated or implied, the complexity of an algorithm shall mean the function which gives the running time of the worst case in terms of the input size. This is not too strong an assumption, since the complexity of the average case for many algorithms is proportional to the worst case.

Rate of Growth; Big O Notation

Suppose \( M \) is an algorithm, and suppose \( n \) is the size of the input data. Clearly the complexity \( f(n) \) of \( M \) increases as \( n \) increases. It is usually the rate of increase of \( f(n) \) that we want to examine. This is usually done by comparing \( f(n) \) with some standard function, such as

\[
\log_2 n, \quad n, \quad n^2, \quad n^3, \quad 2^n
\]

The rates of growth for these standard functions are indicated in Fig. 2.6, which gives their approximate values for certain values of \( n \). Observe that the functions are listed in the order of their rates of growth: the logarithmic function \( \log_2 n \) grows most slowly, the exponential function \( 2^n \) grows most rapidly, and the polynomial functions \( n^c \) grow according to the exponent \( c \). One way to compare the function \( f(n) \) with these standard functions is to use the functional \( O \) notation defined as follows:
\[ \begin{array}{|c|c|c|c|c|c|c|c|}
\hline
n & g(n) & \log n & n & n \log n & n^2 & n^3 & 2^n \\
\hline
5 & 3 & 5 & 15 & 25 & 125 & 32 \\
10 & 4 & 10 & 40 & 100 & 10^3 & 10^3 \\
100 & 7 & 100 & 700 & 10^4 & 10^6 & 10^{30} \\
1000 & 10 & 10^3 & 10^4 & 10^6 & 10^9 & 10^{300} \\
\hline
\end{array} \]

**Fig. 2.6 Rate of Growth of Standard Functions**

Suppose \( f(n) \) and \( g(n) \) are functions defined on the positive integers with the property that \( f(n) \) is bounded by some multiple of \( g(n) \) for almost all \( n \). That is, suppose there exist a positive integer \( n_0 \) and a positive number \( M \) such that, for all \( n > n_0 \), we have

\[ |f(n)| \leq M|g(n)| \]

Then we may write

\[ f(n) = O(g(n)) \]

which is read "\( f(n) \) is of order \( g(n) \)." For any polynomial \( P(n) \) of degree \( m \), we show in Solved Problem 2.10 that \( P(n) = O(n^m) \); e.g.,

\[ 8n^3 - 576n^2 + 832n - 248 = O(n^3) \]

We can also write

\[ f(n) = h(n) + O(g(n)) \quad \text{when} \quad f(n) - h(n) = O(g(n)) \]

(This is called the "big \( O \)" notation since \( f(n) = o(g(n)) \) has an entirely different meaning.)

To indicate the convenience of this notation, we give the complexity of certain well-known searching and sorting algorithms:

(a) Linear search: \( O(n) \)
(b) Binary search: \( O(\log n) \)
(c) Bubble sort: \( O(n^2) \)
(d) Merge-sort: \( O(n \log n) \)

These results are discussed in Chapter 9, on sorting and searching.

### 2.5 OTHER ASYMPTOTIC NOTATIONS FOR COMPLEXITY OF ALGORITHMS \( \Omega, \Theta, o \)

The "big \( O \)" notation defines an upper bound function \( g(n) \) for \( f(n) \) which represents the time/space complexity of the algorithm on an input characteristic \( n \). There are other asymptotic notations such as \( \Omega, \Theta, o \) which also serve to provide bounds for the function \( f(n) \).

**Omega Notation (\( \Omega \))**

The omega notation is used when the function \( g(n) \) defines a lower bound for the function \( f(n) \).
Definition

\( f(n) = \Omega(g(n)) \) (read as \( f \) of \( n \) is Omega of \( g \) of \( n \)) iff there exists a positive integer \( n_0 \) and a positive number \( M \) such that \( |f(n)| \geq M|g(n)| \), for all \( n \geq n_0 \).

For \( f(n) = 18n + 9 \), \( f(n) > 18n \) for all \( n \), hence \( f(n) = \Omega(n) \). Also, for \( f(n) = 90n^2 + 18n + 6 \), \( f(n) > 90n^2 \) for \( n \geq 0 \) and therefore \( f(n) = \Omega(n^2) \).

For \( f(n) = \Omega(g(n)) \), \( g(n) \) is a lower bound function and there may be several such functions, but it is appropriate that the function which is almost as large a function of \( n \) as possible such that the definition of \( \Omega \) is satisfied, is chosen as \( g(n) \). Thus for example, \( f(n) = 5n + 1 \) leads to both \( f(n) = \Omega(n) \) and \( f(n) = \Omega(1) \). However, we never consider the latter to be correct, since \( f(n) = \Omega(n) \) represents the largest possible function of \( n \) satisfying the definition of \( \Omega \) and hence is more informative.

Theta Notation (\( \Theta \))

The theta notation is used when the function \( f(n) \) is bounded both from above and below by the function \( g(n) \).

Definition

\( f(n) = \Theta(g(n)) \) (read as \( f \) on \( n \) is theta of \( g \) of \( n \)) iff there exist two positive constants \( c_1 \) and \( c_2 \), and a positive integer \( n_0 \) such that \( c_1|g(n)| \leq |f(n)| \leq c_2|g(n)| \) for all \( n \geq n_0 \).

From the definition it implies that the function \( g(n) \) is both an upper bound and a lower bound for the function \( f(n) \) for all values of \( n, n \geq n_0 \). In other words, \( f(n) \) is such that, \( f(n) = O(g(n)) \) and \( f(n) = \Omega(g(n)) \).

For \( f(n) = 18n + 9 \), since \( f(n) > 18n \) and \( f(n) \leq 27n \) for \( n \geq 1 \), we have \( f(n) = \Omega(n) \) and \( f(n) = O(n) \) respectively, for \( n \geq 1 \). Hence \( f(n) = \Theta(n) \). Again, \( 16n^2 + 30n - 90 = \Theta(n^2) \) and \( 7.2^2 + 30n = \Theta(2^n) \).

Little Oh Notation (\( o \))

Definition

\( f(n) = o(g(n)) \) (read as \( f \) of \( n \) is little oh of \( g \) of \( n \)) iff \( f(n) = O(g(n)) \) and \( f(n) \neq \Omega(g(n)) \).

For \( f(n) = 18n + 9 \), we have \( f(n) = O(n^2) \) but \( f(n) \neq \Omega(n^2) \). Hence \( f(n) = o(n^2) \). However, \( f(n) = o(n) \).

2.6 SUBALGORITHMS

A subalgorithm is a complete and independently defined algorithmic module which is used (or invoked or called) by some main algorithm or by some other subalgorithm. A subalgorithm receives values, called arguments, from an originating (calling) algorithm; performs computations; and then sends back the result to the calling algorithm. The subalgorithm is defined independently so that it may be called by many different algorithms or called at different times in the same algorithm. The relationship between an algorithm and a subalgorithm is similar to the relationship between a main program and a subprogram in a programming language.
The main difference between the format of a subalgorithm and that of an algorithm is that the subalgorithm will usually have a heading of the form

\[
\text{NAME}(\text{PAR}_1, \text{PAR}_2, \ldots, \text{PAR}_K)
\]

Here NAME refers to the name of the subalgorithm which is used when the subalgorithm is called, and PAR\(_1\), PAR\(_2\), \ldots, PAR\(_K\) refer to parameters which are used to transmit data between the subalgorithm and the calling algorithm.

Another difference is that the subalgorithm will have a Return statement rather than an Exit statement; this emphasizes that control is transferred back to the calling program when the execution of the subalgorithm is completed.

Subalgorithms fall into two basic categories: function subalgorithms and procedure subalgorithms. The similarities and differences between these two types of subalgorithms will be examined below by means of examples. One major difference between the subalgorithms is that the function subalgorithm returns only a single value to the calling algorithm, whereas the procedure subalgorithm may send back more than one value.

**Example 2.9**

The following function subalgorithm MEAN finds the average AVE of three numbers A, B and C.

**Function 2.5: MEAN(A, B, C)**

1. Set AVE := (A + B + C)/3.
2. Return(AVE).

Note that MEAN is the name of the subalgorithm and A, B and C are the parameters. The Return statement includes, in parentheses, the variable AVE, whose value is returned to the calling program.

The subalgorithm MEAN is invoked by an algorithm in the same way as a function subprogram is invoked by a calling program. For example, suppose an algorithm contains the statement

\[
\text{Set TEST := MEAN}(T_1, T_2, T_3)
\]

where T\(_1\), T\(_2\) and T\(_3\) are test scores. The argument values T\(_1\), T\(_2\) and T\(_3\) are transferred to the parameters A, B, C in the subalgorithm, the subalgorithm MEAN is executed, and then the value of AVE is returned to the program and replaces MEAN(T\(_1\), T\(_2\), T\(_3\)) in the statement. Hence the average of T\(_1\), T\(_2\) and T\(_3\) is assigned to TEST.

**Example 2.10**

The following procedure SWITCH interchanges the values of AAA and BBB.

**Procedure 2.6: SWITCH(AAA, BBB)**

1. Set TEMP := BBB, AAA := BBB and BBB := TEMP.
2. Return.
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The procedure is invoked by means of a Call statement. For example, the Call statement

```plaintext
Call SWITCH(BEG, AUX)
```

has the net effect of interchanging the values of BEG and AUX. Specifically, when the procedure SWITCH is invoked, the argument of BEG and AUX are transferred to the parameters AAA and BBB, respectively; the procedure is executed, which interchanges the values of AAA and BBB; and then the new values of AAA and BBB are transferred back to BEG and AUX, respectively.

**Remark:** Any function subalgorithm can be easily translated into an equivalent procedure by simply adjoining an extra parameter which is used to return the computed value to the calling algorithm. For example, Function 2.5 may be translated into a procedure

```plaintext
MEAN(A, B, C, AVE)
```

where the parameter AVE is assigned the average of A, B, C. Then the statement

```plaintext
Call MEAN(T1, T2 and T3, TEST)
```

also has the effect of assigning the average of T1, T2 and T3 to TEST. Generally speaking, we will use procedures rather than function subalgorithms.

### 2.7 VARIABLES, DATA TYPES

Each variable in any of our algorithms or programs has a data type which determines the code that is used for storing its value. Four such data types follow:

1. **Character.** Here data are coded using some character code such as EBCDIC or ASCII. The 8-bit EBCDIC code of some characters appears in Fig. 2.7. A single character is normally stored in a byte.
2. **Real (or floating point).** Here numerical data are coded using the exponential form of the data.
3. **Integer (or fixed point).** Here positive integers are coded using binary representation, and negative integers by some binary variation such as 2’s complement.
4. **Logical.** Here the variable can have only the value true or false; hence it may be coded using only one bit, 1 for true and 0 for false. (Sometimes the bytes 1111 1111 and 0000 0000 may be used for true and false, respectively.)

The data types of variables in our algorithms will not be explicitly stated as with computer programs but will usually be implied by the context.

**Example 2.11**

Suppose a 32-bit memory location X contains the following sequence of bits:

```
0110 1100 1100 0111 1101 0110 0110 1100
```
There is no way to know the content of the cell unless the data type of \( X \) is known.

(a) Suppose \( X \) is declared to be of character type and EBCDIC is used. Then the four characters \%G0\% are stored in \( X \).

(b) Suppose \( X \) is declared to be of some other type, such as integer or real. Then an integer or real number is stored in \( X \).

Local and Global Variables

The organization of a computer program into a main program and various subprograms has led to the notion of local and global variables. Normally, each program module contains its own list of variables, called local variables, which can be accessed only by the given program module. Also, subprogram modules may contain parameters, variables which transfer data between a subprogram and its calling program.

Consider the procedure `SWITCH(AAA, BBB)` in Example 2.10. The variables AAA and BBB are parameters; they are used to transfer data between the procedure and a calling algorithm. On the other hand, the variable `TEMP` in the procedure is a local variable. It “lives” only in the procedure; i.e., its value can be accessed and changed only during the execution of the procedure. In fact, the name `TEMP` may be used for a variable in any other module and the use of the name will not interfere with the execution of the procedure `SWITCH`.
Language designers realized that it would be convenient to have certain variables which can be accessed by some or even all the program modules in a computer program. Variables that can be accessed by all program modules are called *global* variables, and variables that can be accessed by some program modules are called *nonlocal* variables. Each programming language has its own syntax for declaring such variables. For example, FORTRAN uses a COMMON statement to declare global variables, and Pascal uses scope rules to declare global and nonlocal variables.

Accordingly, there are two basic ways for modules to communicate with each other:

1. *Directly*, by means of well-defined parameters
2. *Indirectly*, by means of nonlocal and global variables

The indirect change of the value of a variable in one module by another module is called a *side effect*. Readers should be very careful when using nonlocal and global variables, since errors caused by side effects may be difficult to detect.

### Mathematical Notation and Functions

#### 2.1 Find (a) \(\lceil 7.5 \rceil, \lceil -7.5 \rceil, \lceil -18 \rceil, \lceil \sqrt{30} \rceil, \lceil \frac{\sqrt{30}}{2} \rceil, \lceil \pi \rceil \); and (b) \(\lfloor 7.5 \rfloor, \lfloor -7.5 \rfloor, \lfloor -18 \rfloor, \lfloor \sqrt{30} \rfloor, \lfloor \frac{\sqrt{30}}{2} \rfloor, \lfloor \pi \rfloor \).

(a) By definition, \(\lceil x \rceil\) denotes the greatest integer that does not exceed \(x\), called the floor of \(x\). Hence,

\[
\lceil 7.5 \rceil = 7 \quad \lceil -7.5 \rceil = -8 \quad \lceil -18 \rceil = -18
\]

\[
\lceil \sqrt{30} \rceil = 5 \quad \lceil \frac{\sqrt{30}}{2} \rceil = 3 \quad \lceil \pi \rceil = 3
\]

(b) By definition, \(\lfloor x \rfloor\) denotes the least integer that is not less than \(x\), called the ceiling of \(x\). Hence,

\[
\lfloor 7.5 \rfloor = 8 \quad \lfloor -7.5 \rfloor = -7 \quad \lfloor -18 \rfloor = -18
\]

\[
\lfloor \sqrt{30} \rfloor = 6 \quad \lfloor \frac{\sqrt{30}}{2} \rfloor = 4 \quad \lfloor \pi \rfloor = 4
\]

#### 2.2 (a) Find 26 (mod 7), 34 (mod 8), 2345 (mod 6), 495 (mod 11).
(b) Find \(-26\) (mod 7), \(-2345\) (mod 6), \(-371\) (mod 8), \(-39\) (mod 3).
(c) Using arithmetic modulo 15, evaluate 9 + 13, 7 + 11, 4 - 9, 2 - 10.

(a) Since \(k\) is positive, simply divide \(k\) by the modulus \(M\) to obtain the remainder \(r\). Then \(r = k \pmod{M}\).

Thus

\[
5 = 26 \pmod{7} \quad 2 = 34 \pmod{8} \quad 5 = 2345 \pmod{6} \quad 0 = 495 \pmod{11}
\]

(b) When \(k\) is negative, divide \(|k|\) by the modulus to obtain the remainder \(r'\). Then \(k \equiv -r \pmod{M}\). Hence \(k \pmod{M} = M - r'\) when \(r' \neq 0\). Thus

\[
-26 \pmod{7} = 7 - 5 = 2 \quad -371 \pmod{8} = 8 - 3 = 5
\]

\[
-2345 \pmod{6} = 6 - 5 = 1 \quad -39 \pmod{3} = 0
\]
(c) Use $a \pm M \equiv a \pmod{M}$:

\[
\begin{align*}
9 + 13 &= 22 \equiv 22 - 15 = 7 \\
4 - 9 &= -5 \equiv -5 + 15 = 10 \\
7 + 11 &= 18 \equiv 18 - 15 = 3 \\
2 - 10 &= -8 \equiv -8 + 15 = 7
\end{align*}
\]

2.3 List all the permutations of the numbers 1, 2, 3, 4.

Note first that there are $4! = 24$ such permutations:

\[
\begin{align*}
1234 & \quad 1243 & \quad 1324 & \quad 1342 & \quad 1423 & \quad 1432 \\
2134 & \quad 2143 & \quad 2314 & \quad 2341 & \quad 2413 & \quad 2431 \\
3124 & \quad 3142 & \quad 3214 & \quad 3241 & \quad 3412 & \quad 3421 \\
4123 & \quad 4132 & \quad 4213 & \quad 4231 & \quad 4312 & \quad 4321
\end{align*}
\]

Observe that the first row contains the six permutations beginning with 1, the second row those beginning with 2, and so on.

2.4 Find: (a) $2^{-5}, 8^{2/3}, 25^{-3/2}$; (b) $\log_2 32, \log_{10} 1000, \log_2 (1/16)$; (c) \[\lfloor \log_2 1000 \rfloor, \lfloor \log_2 0.01 \rfloor\].

(a) $2^{-5} = 1/32$; $8^{2/3} = (\sqrt[3]{8})^2 = 2^2 = 4$; $25^{-3/2} = 1/25^{3/2} = 1/5^3 = 1/125$.

(b) $\log_2 32 = 5$ since $2^5 = 32$; $\log_{10} 1000 = 3$ since $10^3 = 1000$; $\log_2 (1/16) = -4$ since $2^{-4} = 1/2^4 = 1/16$.

(c) $\lfloor \log_2 1000 \rfloor = 9$ since $2^9 = 512$ but $2^{10} = 1024$;
$\lfloor \log_2 0.01 \rfloor = -7$ since $2^{-7} = 1/128 < 0.01 < 2^{-6} = 1/64$.

2.5 Plot the graphs of the exponential function $f(x) = 2^x$, the logarithmic function $g(x) = \log_2 x$ and the linear function $h(x) = x$ on the same coordinate axis. (a) Describe a geometric property of the graphs $f(x)$ and $g(x)$. (b) For any positive number $c$, how are $f(c)$, $g(c)$ and $h(c)$ related?

Figure 2.8 pictures the three functions.

![Fig. 2.8](image-url)
(a) Since \( f(x) = 2^x \) and \( g(x) = \log_2 x \) are inverse functions, they are symmetric with respect to the line \( y = x \).

(b) For any positive number \( c \), we have

\[
\frac{g(c)}{h(c)} < \frac{f(c)}{h(c)}
\]

In fact, as \( c \) increases in value, the vertical distances between the functions,

\[
h(c) - g(c) \quad \text{and} \quad f(c) - h(c)
\]

increase in value. Moreover, the logarithmic function \( g(x) \) grows very slowly compared with the linear function \( h(x) \), and the exponential function \( f(x) \) grows very quickly compared with \( h(x) \).

## Algorithms, Complexity

2.6 Consider Algorithm 2.3, which finds the location LOC and the value MAX of the largest element in an array DATA with \( n \) elements. Consider the complexity function \( C(n) \), which measures the number of times LOC and MAX are updated in Step 3. (The number of comparisons is independent of the order of the elements in DATA.)

(a) Describe and find \( C(n) \) for the worst case.

(b) Describe and find \( C(n) \) for the best case.

(c) Find \( C(n) \) for the average case when \( n = 3 \), assuming all arrangements of the elements in DATA are equally likely.

(a) The worst case occurs when the elements of DATA are in increasing order, where each comparison of MAX with DATA[K] forces LOC and MAX to be updated. In this case, \( C(n) = n - 1 \).

(b) The best case occurs when the largest element appears first and so when the comparison of MAX with DATA[K] never forces LOC and MAX to be updated. Accordingly, in this case, \( C(n) = 0 \).

(c) Let 1, 2 and 3 denote, respectively, the largest, second largest and smallest elements of DATA. There are six possible ways the elements can appear in DATA, which correspond to the 3! = 6 permutations of 1, 2, 3. For each permutation \( p \), let \( n_p \) denote the number of times LOC and MAX are updated when the algorithm is executed with input \( p \). The six permutations \( p \) and the corresponding values \( n_p \) follow:

<table>
<thead>
<tr>
<th>Permutation ( p )</th>
<th>123</th>
<th>132</th>
<th>213</th>
<th>231</th>
<th>312</th>
<th>321</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value of ( n_p )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Assuming all permutations \( p \) are equally likely,

\[
C(3) = \frac{0 + 0 + 1 + 1 + 1 + 2}{6} = \frac{5}{6}
\]

(The evaluation of the average value of \( C(n) \) for arbitrary \( n \) lies beyond the scope of this text. One purpose of this problem is to illustrate the difficulty that may occur in finding the complexity of the average case of an algorithm.)
2.7 Suppose Module A requires $M$ units of time to be executed, where $M$ is a constant. Find the complexity $C(n)$ of each algorithm, where $n$ is the size of the input data and $b$ is a positive integer greater than 1.

(a) Algorithm P2.7A:  
1. Repeat for $I = 1$ to $N$:
   2. Repeat for $J = 1$ to $N$:
      3. Repeat for $K = I$ to $N$:
         4. Module A.
            [End of Step 3 loop.]
            [End of Step 2 loop.]
            [End of Step 1 loop.]
   5. Exit.

(b) Algorithm P2.7B:  
2. Repeat Steps 3 and 4 while $J \leq N$:
3. Module A.
4. Set $J := B \times J$.
   [End of Step 2 loop.]
5. Exit.

Observe that the algorithms use $N$ for $n$ and $B$ for $b$.

(a) Here

$$C(n) = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} M$$

The number of times $M$ occurs in the sum is equal to the number of triplets $(i, j, k)$, where $i, j, k$ are integers from 1 to $n$ inclusive. There are $n^3$ such triplets. Hence

$$C(n) = Mn^3 = O(n^3)$$

(b) Observe that the values of the loop index $J$ are the powers of $b$:

$$1, b, b^2, b^3, b^4, \ldots$$

Therefore, Module A will be repeated exactly $T$ times, where $T$ is the first exponent such that

$$b^T > n$$

Hence,

$$T = \lceil \log_b n \rceil + 1$$

Accordingly,

$$C(n) = MT = O(\log_b n)$$

2.8 (a) Write a procedure FIND(DATA, N, LOC1, LOC2) which finds the location LOC1 of the largest element and the location LOC2 of the second largest element in an array DATA with $n > 1$ elements.

(b) Why not let FIND also find the values of the largest and second largest elements?

(a) The elements of DATA are examined one by one. During the execution of the procedure, FIRST and SECOND will denote, respectively, the values of the largest and
second largest elements that have already been examined. Each new element DATA[K] is tested as follows. If

\[ \text{SECOND} \leq \text{FIRST} < \text{DATA}[K] \]

then FIRST becomes the new SECOND element and DATA[K] becomes the new FIRST element. On the other hand, if

\[ \text{SECOND} < \text{DATA}[K] \leq \text{FIRST} \]

then DATA[K] becomes the new SECOND element. Initially, set FIRST := DATA[1] and SECOND := DATA[2], and check whether or not they are in the right order. A formal presentation of the procedure follows:

**Procedure P2.8:** FIND(DATA, N, LOC1, LOC2)

2. [Are FIRST and SECOND initially correct?]
   If FIRST < SECOND, then:
   (a) Interchange FIRST and SECOND,
   (b) Set LOC1 := 2 and LOC2 := 1.
   [End of if structure.]
3. Repeat for K = 3 to N:
   If FIRST < DATA[K], then:
   (a) Set SECOND := FIRST and FIRST := DATA[K].
   (b) Set LOC2 := LOC1 and LOC1 := K.
   Else if SECOND < DATA[K], then:
   Set SECOND := DATA[K] and LOC2 := K.
   [End of if structure.]
4. Return.

(b) Using additional parameters FIRST and SECOND would be redundant, since LOC1 and LOC2 automatically tell the calling program that DATA[LOC1] and DATA[LOC2] are, respectively, the values of the largest and second largest elements of DATA.

2.9 An integer \( n > 1 \) is called a *prime* number if its only positive divisors are 1 and \( n \); otherwise, \( n \) is called a *composite* number. For example, the following are the prime numbers less than 20:

\[ 2, 3, 5, 7, 11, 13, 17, 19 \]

If \( n > 1 \) is not prime, i.e., if \( n \) is composite, then \( n \) must have a divisor \( k \neq 1 \) such that \( k \leq \sqrt{n} \) or, in other words, \( k^2 \leq n \).

Suppose we want to find all the prime numbers less than a given number \( m \), such as 30. This can be done by the "sieve method," which consists of the following steps. First list the 30 numbers:

\[ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 \\
16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30 \]
Cross out 1 and the multiples of 2 from the list as follows:

\[ \times, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 \]
\[ 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30 \]

Since 3 is the first number following 2 that has not been eliminated, cross out the multiples of 3 from the list as follows:

\[ \times, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 15 \]
\[ 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30 \]

Since 5 is the first number following 3 that has not been eliminated, cross out the multiples of 5 from the list as follows:

\[ \times, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 15 \]
\[ 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30 \]

Now 7 is the first number following 5 that has not been eliminated, but \(7^2 > 30\). This means the algorithm is finished and the numbers left in the list are the primes less than 30:

2, 3, 5, 7, 11, 13, 17, 19, 23, 29

Translate the sieve method into an algorithm to find all prime numbers less than a given number \(n\).

First define an array \(A\) such that


We cross out an integer \(L\) from the list by assigning \(A[L] = 1\). The following procedure \textsc{CROSSOUT} tests whether \(A[K] = 1\), and if not, it sets


That is, it eliminates the multiples of \(K\) from the list

\textbf{Procedure P2.9A:} \textsc{CROSSOUT}(A, N, K)

1. If \(A[K] = 1\), then: Return.
2. Repeat for \(L = 2K\) to \(N\) by \(K\):
   Set \(A[L] := 1\).
   [End of loop.]
3. Return.

The sieve method can now be simply written:

\textbf{Algorithm P2.9B:} This algorithm prints the prime numbers less than \(N\).

1. [Initialize array \(A\).] Repeat for \(K = 1\) to \(N\):
   Set \(A[K] := K\).
2. [Eliminate multiples of \(K\).] Repeat for \(K = 2\) to \(\sqrt{N}\):
   Call \textsc{CROSSOUT}(A, N, K).
3. [Print the primes.] Repeat for \(K = 2\) to \(N\):
   If \(A[K] \neq 1\), then: Write: \(A[K]\).
4. Exit.
2.10 Suppose \( P(n) = a_0 + a_1 n + a_2 n^2 + \cdots + a_m n^m \); that is, suppose degree \( P(n) = m \). Prove that \( P(n) = O(n^m) \).

Let \( b_0 = |a_0|, \ b_1 = |a_1|, \ldots, b_m = |a_m| \). Then, for \( n \geq 1 \),

\[
P(n) \leq b_0 + b_1 n + b_2 n^2 + \cdots + b_m n^m = \left( \frac{b_0}{n^m} + \frac{b_1}{n^{m-1}} + \cdots + \frac{b_m}{n^0} \right) n^m
\]

\[
\leq (b_0 + b_1 + \cdots + b_m) n^m = M n^m
\]

where \( M = b_0 + b_1 + \cdots + b_m \). Hence \( P(n) = O(n^m) \).

For example, \( 5x^3 + 3x = O(x^3) \) and \( x^3 - 4000000x^2 = O(x^3) \).

2.11 Suppose that \( T_1(n) \) and \( T_2(n) \) are the time complexities of two program fragments \( P_1 \) and \( P_2 \) where \( T_1(n) = O(f(n)) \) and \( T_2(n) = O(g(n)) \), what is the time complexity of program fragment \( P_1 \) followed by \( P_2 \)?

The time complexity of program fragment \( P_1 \) followed by \( P_2 \) is given by \( T_1(n) + T_2(n) \).

To obtain \( T_1(n) + T_2(n) \), we have

\[ T_1(n) \leq c \cdot f(n) \text{ for some positive number } c \text{ and positive integer } n_1, \text{ such that } n \geq n_1 \]

\[ T_2(n) \leq d \cdot g(n) \text{ for some positive number } d \text{ and positive integer } n_2, \text{ such that } n \geq n_2 \]

Let \( n_0 = \max(n_1, n_2) \). Then,

\[
T_1(n) + T_2(n) \leq c \cdot f(n) + d \cdot g(n), \text{ for } n > n_0
\]

(i.e.) \( T_1(n) + T_2(n) \leq (c + d) \max(f(n), g(n)) \) for \( n > n_0 \)

Hence \( T_1(n) + T_2(n) = O(\max(f(n), g(n))) \). (This result is referred to as Rule of Sums of \( O \) notation)

2.12 Given: \( T_1(n) = O(f(n)) \) and \( T_2(n) = O(g(n)) \). Find \( T_1(n) \cdot T_2(n) \).

\[
T_1(n) \leq c \cdot f(n) \text{ for some positive number } c \text{ and positive integer } n_1, \text{ such that } n \geq n_1 \]

\[
T_2(n) \leq d \cdot g(n) \text{ for some positive number } d \text{ and positive integer } n_2, \text{ such that } n \geq n_2.
\]

Hence,

\[
T_1(n) \cdot T_2(n) \leq c \cdot f(n) \cdot d \cdot g(n)
\]

\[
\leq k \cdot f(n) \cdot g(n)
\]

Therefore \( T_1(n) \cdot T_2(n) = O(f(n) \cdot g(n)) \) (This result is referred to as Rule of Products of \( O \) notation)

Variables, Data Types

2.13 Describe briefly the difference between local variables, parameters and global variables.

Local variables are variables which can be accessed only within a particular program or subprogram. Parameters are variables which are used to transfer data between a subprogram and its calling program. Global variables are variables which can be accessed by all of the program modules in a computer program. Each programming language which allows global variables has its own syntax for declaring them.
2.14 Suppose NUM denotes the number of records in a file. Describe the advantages in defining NUM to be a global variable. Describe the disadvantages in using global variables in general.

Many of the procedures will process all the records in the file using some type of loop. Since NUM will be the same for all these procedures, it would be advantageous to have NUM declared a global variable. Generally speaking, global and nonlocal variables may lead to errors caused by side effects, which may be difficult to detect.

2.15 Suppose a 32 bit memory location AAA contains the following sequence of bits:

\[ 0100\ 1101\ 1100\ 0001\ 1110\ 1001\ 0101\ 1101 \]

Determine the data stored in AAA.

There is no way of knowing the data stored in AAA unless one knows the data type of AAA. If AAA is a character variable and the EBCDIC code is used for storing data, then (AZ) is stored in AAA. If AAA is an integer variable, then the integer with the above binary representation is stored in AAA.

2.16 Mathematically speaking, integers may also be viewed as real numbers. Give some reasons for having two different data types.

The arithmetic for integers, which are stored using some type of binary representation, is much simpler than the arithmetic for real numbers, which are stored using some type of exponential form. Also, certain round-off errors occurring in real arithmetic do not occur in integer arithmetic.

**Supplementary Problems**

**Mathematical Notation and Functions**

2.1 Find (a) \([3.4], [-3.4], [-7], [\sqrt{75}], [3/75], [e]\); (b) \([3.4], [-3.4], [-7], [\sqrt{75}], [3/75], [e]\).

2.2 (a) Find 48 (mod 5), 48 (mod 7), 1397 (mod 11), 2468 (mod 9).
(b) Find -48 (mod 5), -152 (mod 7), -358 (mod 11), -1326 (mod 13).
(c) Using arithmetic modulo 13, evaluate

\[ 9 + 10,\ 8 + 12,\ 3 + 4,\ 3 - 4,\ 2 - 7,\ 5 - 8 \]

2.3 Find (a) \(13 + 8l, 13 - 8l, 1 - 3 + 8l, l - 3 - 8l\); (b) 7!, 8!, 14! / 12!, 15! / 16!

2.4 Find (a) \(3^{-4}, 4^{7/2}, 27^{-2/3}\); (b) \( \log_2 64, \log_{10} 0.001, \log_2 (1/8) \); (c) \([1g 1 000 000], [1g 0.001]\).
Algorithms, Complexity

2.5 Consider the complexity function $C(n)$ which measures the number of times LOC is updated in Step 3 of Algorithm 2.3. Find $C(n)$ for the average case when $n = 4$, assuming all arrangements of the given four elements are equally likely. (Compare with Solved Problem 2.6.)

2.6 Consider Procedure P2.8, which finds the location LOC1 of the largest element and the location LOC2 of the second largest element in an array DATA with $n > 1$ elements. Let $C(n)$ denote the number of comparisons during the execution of the procedure.
   (a) Find $C(n)$ for the best case.
   (b) Find $C(n)$ for the worst case.
   (c) Find $C(n)$ for the average case for $n = 4$, assuming all arrangements of the given elements in DATA are equally likely.

2.7 Repeat Supplementary Problem 2.6, except now let $C(n)$ denote the number of times the values of FIRST and SECOND (or LOC1 and LOC2) must be updated.

2.8 Suppose the running time of a Module A is a constant $M$. Find the order of magnitude of the complexity function $C(n)$ which measures the execution time of each of the following algorithms, where $n$ is the size of the input data (denoted by N in the algorithms).

   (a) Procedure P2.22A: 1. Repeat for $I = 1$ to N:
      2. Repeat for $J = 1$ to $I$:
      3. Repeat for $K = 1$ to $J$:
      4. Module A.
      [End of Step 3 loop.]
      [End of Step 2 loop.]
      [End of Step 1 loop.]
      5. Exit.

   (b) Procedure P2.22B: 1. Set $J := N$.
      2. Repeat Steps 3 and 4 while $J > 1$.
      3. Module A.
      [End of Step 2 loop.]
      5. Return.

PROGRAMMING PROBLEMS

2.1 Write a function subprogram DIV(J, K), where J and K are positive integers such that DIV(J, K) = 1 if J divides K but otherwise DIV(J, K) = 0. (For example, DIV(3, 15) = 1 but DIV(3, 16) = 0.)
2.2 Write a program using DIV(J, K) which reads a positive integer \( N > 10 \) and determines whether or not \( N \) is a prime number. (*Hint:* \( N \) is prime if (i) \( \text{DIV}(2, N) = 0 \) (i.e., \( N \) is odd) and (ii) \( \text{DIV}(K, N) = 0 \) for all odd integers \( K \) where \( 1 < K^2 \leq N \).)

2.3 Translate Procedure P2.8 into a computer program; i.e., write a program which finds the location LOC1 of the largest element and the location LOC2 of the second largest element in an array DATA with \( N > 1 \) elements. Test the program using 70, 30, 25, 80, 60, 50, 30, 75, 25, and 60.

2.4 Translate the sieve method for finding prime numbers, described in Solved Problem 2.9, into a program to find the prime numbers less than \( N \). Test the program using (a) \( N = 1000 \) and (b) \( N = 10000 \).

2.5 Let \( C \) denote the number of times LOC is updated using Algorithm 2.3 to find the largest element in an array \( A \) with \( N \) elements.

(a) Write a subprogram COUNT(A, N, C) which finds \( C \).

(b) Write a Procedure P2.27 which (i) reads \( N \) random numbers between 0 and 1 into an array \( A \) and (ii) uses COUNT(A, N, C) to find the value of \( C \).

(c) Write a program which repeats Procedure P2.27 1000 times and finds the average of the 1000 \( C \)'s.

   (i) Test the program for \( N = 3 \) and compare the result with the value obtained in Solved Problem 2.6.

   (ii) Test the program for \( N = 4 \) and compare the result with the value in Supplementary Problem 2.5.
Chapter Three

String Processing

3.1 INTRODUCTION

Historically, computers were first used for processing numerical data. Today, computers are frequently used for processing non-numerical data, called character data. This chapter discusses how such data are stored and processed by the computer.

One of the primary applications of computers today is in the field of word processing. Such processing usually involves some type of pattern matching, as in checking to see if a particular word $S$ appears in a given text $T$. We discuss this pattern matching problem in detail and, moreover, present two different pattern matching algorithms. The complexity of these algorithms is also investigated.

Computer terminology usually uses the term “string” for a sequence of characters rather than the term “word,” since “word” has another meaning in computer science. For this reason, many texts sometimes use the expression “string processing,” “string manipulation” or “text editing” instead of the expression “word processing.”

The material in this chapter is essentially tangential and independent of the rest of the text. Accordingly, the reader or instructor may choose to omit this chapter on a first reading or cover this chapter at a later time.

3.2 BASIC TERMINOLOGY

Each programming language contains a character set that is used to communicate with the computer. This set usually includes the following:
3.2 Data Structures

Digits: 0 1 2 3 4 5 6 7 8 9
Special characters: + - / * ( ) , . $ = ' □

The set of special characters, which includes the blank space, frequently denoted by □, varies somewhat from one language to another.

A finite sequence S of zero or more characters is called a string. The number of characters in a string is called its length. The string with zero characters is called the empty string or the null string. Specific strings will be denoted by enclosing their characters in single quotation marks. The quotation marks will also serve as string delimiters. Hence

'THE END' 'TO BE OR NOT TO BE' '□'

are strings with lengths 7, 18, 0 and 2, respectively. We emphasize that the blank space is a character and hence contributes to the length of the string. Sometimes the quotation marks may be omitted when the context indicates that the expression is a string.

Let S₁ and S₂ be strings. The string consisting of the characters of S₁ followed by the characters of S₂ is called the concatenation of S₁ and S₂; it will be denoted by S₁//S₂. For example.

'THE' // 'END' = 'THEEND' but 'THE' // '□' // 'END' = 'THE END'

Clearly the length of S₁//S₂ is equal to the sum of the lengths of the strings S₁ and S₂.

A string Y is called a substring of a string S if there exist strings X and Z such that

S = X//Y//Z

If X is an empty string, then Y is called an initial substring of S, and if Z is an empty string then Y is called a terminal substring of S. For example,

'BE OR NOT' is a substring of 'TO BE OR NOT TO BE'
'THE' is an initial substring of 'THE END'

Clearly, if Y is a substring of S, then the length of Y cannot exceed the length of S.

Remark: Characters are stored in the computer using either a 6-bit, a 7-bit or an 8-bit code. The unit equal to the number of bits needed to represent a character is called a byte. However, unless otherwise stated or implied, a byte usually means 8 bits. A computer which can access an individual byte is called a byte-addressable machine.

3.3 STORING STRINGS

Generally speaking, strings are stored in three types of structures: (1) fixed-length structures, (2) variable-length structures with fixed maximums and (3) linked structures. We discuss each type of structure separately, giving its advantages and disadvantages.

Record-Oriented, Fixed-Length Storage

In fixed-length storage each line of print is viewed as a record, where all records have the same length, i.e., where each record accommodates the same number of characters. Since data are frequently input on terminals with 80-column images or using 80-column cards, we will assume our records have length 80 unless otherwise stated or implied.
Example 3.1

Suppose the input consists of the FORTRAN program in Fig. 3.1. Using a record-oriented, fixed-length storage medium, the input data will appear in memory as pictured in Fig. 3.2, where we assume that 200 is the address of the first character of the program.

The main advantages of the above way of storing strings are:

(1) The ease of accessing data from any given record
(2) The ease of updating data in any given record (as long as the length of the new data does not exceed the record length)

```c
C PROGRAM PRINTING TWO INTEGERS IN INCREASING ORDER
READ *, J, K
IF(J.LE.K) THEN
   PRINT *, J, K
ELSE
   PRINT *, K, J
ENDIF
STOP
END
```

**Fig. 3.1 Input Data**

![Fig. 3.1 Input Data]

**Fig. 3.2 Records Stored Sequentially in the Computer**
The main disadvantages are:

1. Time wasted reading an entire record if most of the storage consists of inessential blank spaces.
2. Certain records may require more space than available.
3. When the correction consists of more or fewer characters than the original text, changing a misspelled word requires the entire record to be changed.

Remark: Suppose we wanted to insert a new record in Example 3.1. This would require that all succeeding records be moved to new memory locations. However, this disadvantage can be easily remedied as indicated in Fig. 3.3. That is, one can use a linear array POINT which gives the address of each successive record, so that the records need not be stored in consecutive locations in memory. Accordingly, inserting a new record will require only an updating of the array POINT.

![Diagram of records stored using pointers]

**Fig. 3.3 Records Stored Using Pointers**

**Variable-Length Storage with Fixed Maximum**

Although strings may be stored in fixed-length memory locations as above, there are advantages in knowing the actual length of each string. For example, one then does not have to read the entire record when the string occupies only the beginning part of the memory location. Also, certain string operations (discussed in Sec. 3.4) depend on having such variable-length strings.

The storage of variable-length strings in memory cells with fixed lengths can be done in two general ways:

1. One can use a marker, such as two dollar signs ($$), to signal the end of the string.
2. One can list the length of the string—as an additional item in the pointer array, for exampl
Using the data in Fig. 3.1, the first method is pictured in Fig. 3.4(a) and the second method is pictured in Fig. 3.4(b).

Fig. 3.4

Remark: One might be tempted to store strings one after another by using some separation marker, such as the two dollar signs ($$) in Fig. 3.5(a), or by using a pointer array giving the location of the strings, as in Fig. 3.5(b). These ways of storing strings will obviously save space and are sometimes used in secondary memory when records are relatively permanent and require little
change. However, such methods of storage are usually inefficient when the strings and their lengths are frequently being changed.

## Linked Storage

Computers are being used very frequently today for word processing, i.e., for inputting, processing and outputting printed matter. Therefore, the computer must be able to correct and modify the printed matter, which usually means deleting, changing and inserting words, phrases, sentences and even paragraphs in the text. However, the fixed-length memory cells discussed above do not easily lend themselves to these operations. Accordingly, for most extensive word processing applications, strings are stored by means of linked lists. Such linked lists, and the way data are inserted and deleted in them, are discussed in detail in Chapter 5. Here we simply look at the way strings appear in these data structures.

By a (one-way) linked list, we mean a linearly ordered sequence of memory cells, called nodes, where each node contains an item, called a link, which points to the next node in the list (i.e., which contains the address of the next node). Figure 3.6 is a schematic diagram of such a linked list.

![Linked List Diagram](image)

**Fig. 3.6** Linked List

Strings may be stored in linked lists as follows. Each memory cell is assigned one character or a fixed number of characters, and a link contained in the cell gives the address of the cell containing the next character or group of characters in the string. For example, consider this famous quotation:

To be or not to be, that is the question.

Figure 3.7(a) shows how the string would appear in memory with one character per node, and Fig. 3.7(b) shows how it would appear with four characters per node.

![Linked List Diagram](image)

(a) One character per node.

(b) Four characters per node.

**Fig. 3.7**

### 3.4 CHARACTER DATA TYPE

This section gives an overview of the way various programming languages handle the character data type. As noted in the preceding chapter (in Sec. 2.7), each data type has its own formula for decoding a sequence of bits in memory.
Constants

Many programming languages denote string constants by placing the string in either single or double quotation marks. For example,

'THE END' and 'TO BE OR NOT TO BE'

are string constants of lengths 7 and 18 characters respectively. Our algorithms will also define character constants in this way.

Variables

Each programming language has its own rules for forming character variables. However, such variables fall into one of three categories: static, semistatic and dynamic. By a static character variable, we mean a variable whose length is defined before the program is executed and cannot change throughout the program. By a semistatic character variable, we mean a variable whose length may vary during the execution of the program as long as the length does not exceed a maximum value determined by the program before the program is executed. By a dynamic character variable, we mean a variable whose length can change during the execution of the program. These three categories correspond, respectively, to the ways the strings are stored in the memory of the computer as discussed in the preceding section.

Example 3.2

(a) Many versions of FORTRAN use static CHARACTER variables. For example, consider the following FORTRAN program segment:

    CHARACTER ST1*10, ST2*14
    ST1 = 'THE END'
    ST2 = 'TO BE OR NOT TO BE'

The first statement declares ST1 and ST2 to be CHARACTER variables with lengths 10 and 14, respectively. After both assignment statements are executed, ST1 and ST2 will appear in memory as follows:

    ST1 [THE END] ST2 [TO BE OR NOT TO BE]

That is, a string is stored left-justified in memory. Either blank spaces are added on the right of the string, or the string is truncated on the right, depending on whether the length of the string is less than or exceeds the length of the memory location.

(b) BASIC defines character variables as those variables whose name ends with a dollar sign. Generally speaking, the variables are semistatic ones whose lengths cannot exceed a fixed bound. For example, the BASIC program segment

    A$ = 'THE BEGINNING'
    B$ = 'THE END'
defines A$ and B$ to be character variables. When the segment is executed, the lengths of A$ and B$ will be 13 and 7, respectively.

Also, BASIC uses double quotation marks to denote string constants.

(c) SNOBOL uses dynamic character variables. For example, the SNOBOL program segment

```
WORD= 'COMPUTER'
TEXT= 'IN THE BEGINNING'
```

defines WORD and TEXT as character variables. When the segment is executed, the lengths of WORD and TEXT will be 8 and 16, respectively. However, the lengths may change later in the program.

(d) PL/1 uses both static and semistatic CHARACTER variables. For example, the PL/1 statement

```
DECLARE NAME CHARACTER(20).
WORD CHARACTER(15) VARYING;
```

designates NAME as a static CHARACTER variable of length 20 and designates WORD as a semistatic CHARACTER variable whose length may vary but may not exceed 15.

(e) In Pascal, a character variable (abbreviated CHAR) can represent only a single character, and hence a string is represented by a linear array of characters. For example,

```
VAR WORD: ARRAY[1..20] OF CHAR
```

declares WORD to be a string of 20 characters. Furthermore, WORD[1] is the first character of the string, WORD[2] the second character and so on. In particular, CHAR arrays have fixed lengths and hence are static variables.

### 3.5 STRING OPERATIONS

Although a string may be viewed simply as a sequence or linear array of characters, there is a fundamental difference in use between strings and other types of arrays. Specifically, groups of consecutive elements in a string (such as words, phrases and sentences), called substrings, may be units unto themselves. Furthermore, the basic units of access in a string are usually these substrings, not individual characters.

Consider, for example, the string

'TO BE OR NOT TO BE'

We may view the string as the 18-character sequence T, O, B, ..., E. However, the substrings TO, BE, OR, ... have their own meaning.

On the other hand, consider an 18-element linear array of 18 integers,

```
4, 8, 6, 15, 9, 5, 4, 13, 8, 5, 11, 9, 9, 13, 7, 10, 6, 11
```

The basic unit of access in such an array is usually an individual element. Groups of consecutive elements normally do not have any special meaning.
For the above reason, various string operations have been developed which are not normally used with other kinds of arrays. This section discusses these string-oriented operations. The next section shows how these operations are used in word processing. (Unless otherwise stated or implied, we assume our character-type variables are dynamic and have a variable length determined by the context in which the variable is used.)

**Substring**

Accessing a substring from a given string requires three pieces of information: (1) the name of the string or the string itself, (2) the position of the first character of the substring in the given string and (3) the length of the substring or the position of the last character of the substring. We call this operation `SUBSTRING`. Specifically, we write

\[ \text{SUBSTRING(string, initial, length)} \]

to denote the substring of a string `S` beginning in a position `K` and having a length `L`.

**Example 3.3**

(a) Using the above function we have:

\[ \text{SUBSTRING('TO BE OR NOT TO BE', 4, 7) = 'BE OR N'} \]
\[ \text{SUBSTRING('THE END', 4, 4) = 'END'} \]

(b) Our function `SUBSTRING(S, 4, 7)` is denoted in some programming languages as follows:

<table>
<thead>
<tr>
<th>Language</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL/1</td>
<td>SUBSTR(S, 4, 7)</td>
</tr>
<tr>
<td>FORTRAN 77</td>
<td>S(4: 10)</td>
</tr>
<tr>
<td>UCSD Pascal</td>
<td>COPY(S, 4, 7)</td>
</tr>
<tr>
<td>BASIC</td>
<td>MID$(S, 4, 7)</td>
</tr>
</tbody>
</table>

**Indexing**

*Indexing*, also called *pattern matching*, refers to finding the position where a string pattern `P` first appears in a given string text `T`. We call this operation `INDEX` and write

\[ \text{INDEX(text, pattern)} \]

If the pattern `P` does not appear in the text `T`, then `INDEX` is assigned the value 0. The arguments "text" and "pattern" can be either string constants or string variables.

**Example 3.4**

(a) Suppose `T` contains the text

\[ \text{"HIS FATHER IS THE PROFESSOR"} \]
Then,
\[
\text{INDEX(T, 'THE'), INDEX(T, 'THEN') and INDEX(T, '□THE□')}
\]
have the values 7, 0 and 14, respectively.

(b) The function INDEX(text, pattern) is denoted in some of the programming languages as follows:

- **PL/1:** \text{INDEX(text, pattern)}
- **UCSD Pascal:** \text{POS(pattern, text)}

Observe the reverse order of the arguments in UCSD Pascal.

**Concatenation**

Let \(S_1\) and \(S_2\) be strings. Recall (Sec. 3.2) that the *concatenation* of \(S_1\) and \(S_2\), which we denote by \(S_1//S_2\), is the string consisting of the characters of \(S_1\) followed by the characters of \(S_2\).

**Example 3.5**

(a) Suppose \(S_1 = \text{"MARK"}\) and \(S_2 = \text{"TWAIN"}\). Then:

\[
S_1//S_2 = \text{"MARKTWAIN"}
\]

(b) Concatenation is denoted in some programming languages as follows:

- **PL/1:** \(S_1||S_2\)
- **FORTRAN 77:** \(S_1//S_2\)
- **BASIC:** \(S_1 + S_2\)
- **SNOBOL:** \(S_1\ S_2\) (juxtaposition with a blank space between \(S_1\) and \(S_2\))

**Length**

The number of characters in a string is called its length. We will write

\[
\text{LENGTH(string)}
\]

for the length of a given string. Thus

\[
\text{LENGTH('COMPUTER')} = 8 \quad \text{LENGTH('0')} = 0 \quad \text{LENGTH(' ')} = 0
\]

Some of the programming languages denote this function as follows:

- **PL/1:** \text{LENGTH(string)}
- **BASIC:** \text{LEN(string)}
- **UCSD Pascal:** \text{LENGTH(string)}
- **SNOBOL:** \text{SIZE(string)}

**FORTRAN** and standard Pascal, which use fixed-length string variables, do not have any built-in \text{LENGTH} functions for strings. However, such variables may be viewed as having variable length if one ignores all trailing blanks. Accordingly, one could write a subprogram \text{LENGTH} in these languages so that
LENGTH('MARC') = 4

In fact, SNOBOL has a built-in string function TRIM which omits trailing blanks:

TRIM('ERIK') = 'ERIK'

This TRIM function is occasionally used in our algorithms.

## 3.6 WORD PROCESSING

In earlier times, character data processed by the computer consisted mainly of data items, such as names and addresses. Today the computer also processes printed matter, such as letters, articles and reports. It is in this latter context that we use the term "word processing."

Given some printed text, the operations usually associated with word processing are the following:

(a) **Replacement.** Replacing one string in the text by another.
(b) **Insertion.** Inserting a string in the middle of the text.
(c) **Deletion.** Deleting a string from the text.

The above operations can be executed by using the string operations discussed in the preceding section. This we show below when we discuss each operation separately. Many of these operations are built into or can easily be defined in each of the programming languages that we have cited.

### Insertion

Suppose in a given text T we want to insert a string S so that S begins in position K. We denote this operation by

\[
\text{INSERT}(\text{text}, \text{position}, \text{string})
\]

For example,

\[
\begin{align*}
\text{INSERT ('ABCDEFG', 3, 'XYZ')} &= \text{'ABXYZCDEFG'} \\
\text{INSERT ('ABCDEFG', 6, 'XYZ')} &= \text{'ABCDEXYZFG'}
\end{align*}
\]

This INSERT function can be implemented by using the string operation defined in the previous section as follows:

\[
\text{INSERT}(T, K, S) = \text{SUBSTRING}(T, 1, K - 1) + S + \text{SUBSTRING}(T, K, \text{LENGTH}(T) - K + 1)
\]

This is, the initial substring of T before the position K, which has length K - 1, is concatenated with the string S, and the result is concatenated with the remaining part of T, which begins in position K and has length \( \text{LENGTH}(T) - (K - 1) = \text{Length}(T) - K + 1 \). (We are assuming implicitly that T is a dynamic variable and that the size of T will not become too large.)

### Deletion

Suppose in a given text T we want to delete the substring which begins in position K and has length L. We denote this operation by

\[
\text{DELETE}(\text{text}, \text{position}, \text{length})
\]
For example,

\[
\text{DELETE(' ABCDEFG ', 4, 2) = ' ABCFG '}
\]
\[
\text{DELETE(' ABCDEFG ', 2, 4) = ' AFG '}
\]

We assume that nothing is deleted if \(K = 0\). Thus

\[
\text{DELETE(' ABCDEFG ', 0, 2) = ' ABCDEFG '}
\]

The importance of this “zero case” is seen later.

The \text{DELETE} function can be implemented using the string operations given in the preceding section as follows;

\[
\text{DELETE}(T, K, L) = \text{SUBSTRING}(T, 1, K - 1) / \text{SUBSTRING}(T, K + L, \text{LENGTH}(T) - K - L + 1)
\]

That is, the initial substring of \(T\) before position \(K\) is concatenated with the terminal substring of \(T\) beginning in position \(K + L\). The length of the initial substring is \(K - 1\), and the length of the terminal substring is:

\[
\text{LENGTH}(T) - (K + L - 1) = \text{LENGTH}(T) - K - L + 1
\]

We also assume that \text{DELETE}(T, K, L) = T when \(K = 0\).

Now suppose \text{text} \(T\) and pattern \text{P} are given and we want to delete from \(T\) the first occurrence of the pattern \(P\). This can be accomplished by using the above \text{DELETE} function as follows:

\[
\text{DELETE}(T, \text{INDEX}(T, P), \text{LENGTH}(P))
\]

That is, in the text \(T\), we first compute \text{INDEX}(T, \text{P}), the position where \(P\) first occurs in \(T\), and then we compute \text{LENGTH}(	ext{P}), the number of characters in \(P\). Recall that when \text{INDEX}(T, P) = 0 (i.e., when \(P\) does not occur in \(T\)) the text \(T\) is not changed.

\begin{example}
\begin{enumerate}
\item Suppose \(T = \text{' ABCDEFG '}\) and \(P = \text{' CD '}\). Then \text{INDEX}(T, P) = 3 and \text{LENGTH}(P) = 2.

Hence

\[
\text{DELETE(' ABCDEFG ', 3, 2) = ' ABEG '}
\]

\item Suppose \(T = \text{' ABCDEFG '}\) and \(P = \text{' DC '}\). Then \text{INDEX}(T, P) = 0 and \text{LENGTH}(P) = 2.

Hence, by the “zero case,”

\[
\text{DELETE(' ABCDEFG ', 0, 2) = ' ABCDEFG '}
\]

as expected.
\end{enumerate}
\end{example}

Suppose after reading into the computer a text \(T\) and a pattern \(P\), we want to delete every occurrence of the pattern \(P\) in the text \(T\). This can be accomplished by repeatedly applying

\[
\text{DELETE}(T, \text{INDEX}(T, P), \text{LENGTH}(P))
\]

until \text{INDEX}(T, P) = 0 (i.e., until \(P\) does not appear in \(T\)). An algorithm which accomplishes this follows.
Algorithm 3.1: A text $T$ and a pattern $P$ are in memory. This algorithm deletes every occurrence of $P$ in $T$.

1. [Find index of $P$.] Set $K := \text{INDEX}(T, P)$.
2. Repeat while $K \neq 0$:
   (a) [Delete $P$ from $T$.] Set $T := \text{DELETE}(T, \text{INDEX}(T, P), \text{LENGTH}(P))$
   (b) [Update index.] Set $K := \text{INDEX}(T, P)$.
[End of loop.]
3. Write : $T$.
4. Exit.

We emphasize that after each deletion, the length of $T$ decreases and hence the algorithm must stop. However, the number of times the loop is executed may exceed the number of times $P$ appears in the original text $T$, as illustrated in the following example.

Example 3.7

(a) Suppose Algorithm 3.1 is run with the data

$$T = XABYABZ, \quad P = AB$$

Then the loop in the algorithm will be executed twice. During the first execution, the first occurrence of $AB$ in $T$ is deleted, with the result that $T = XYABZ$. During the second execution, the remaining occurrence of $AB$ in $T$ is deleted, so that $T = XYZ$. Accordingly, $XYZ$ is the output.

(b) Suppose Algorithm 3.1 is run with the data

$$T = XAAABBBY, \quad P = AB$$

Observe that the pattern $AB$ occurs only once in $T$ but the loop in the algorithm will be executed three times. Specifically, after $AB$ is deleted the first time from $T$ we have $T = XAABBY$, and hence $AB$ appears again in $T$. After $AB$ is deleted a second time from $T$, we see that $T = XABY$ and $AB$ still occurs in $T$. Finally, after $AB$ is deleted a third time from $T$, we have $T = XY$ and $AB$ does not appear in $T$, and thus $\text{INDEX}(T, P) = 0$. Hence $XY$ is the output.

The above example shows that when a text $T$ is changed by a deletion, patterns may occur that did not appear originally.

Replacement

Suppose in a given text $T$ we want to replace the first occurrence of a pattern $P_1$ by a pattern $P_2$. We will denote this operation by

$$\text{REPLACE}(\text{text}, \text{pattern}_1, \text{pattern}_2)$$
For example

\[
\text{REPLACE('XABYABZ', 'AB', 'C') = 'XCYABZ'}
\]
\[
\text{REPLACE('XABYABZ', 'BA', 'C') = 'XABYABZ'}
\]

In the second case, the pattern BA does not occur, and hence there is no change.

We note that this REPLACE function can be expressed as a deletion followed by an insertion if we use the preceding DELETE and INSERT functions. Specifically, the REPLACE function can be executed by using the following three steps:

1. \(K := \text{INDEX}(T, P_1)\)
2. \(T := \text{DELETE}(T, K, \text{LENGTH}(P_1))\)
3. \(\text{INSERT}(T, K, P_2)\)

The first two steps delete \(P_1\) from \(T\), and the third step inserts \(P_2\) in the position \(K\) from which \(P_1\) was deleted.

Suppose a text \(T\) and patterns \(P\) and \(Q\) are in the memory of a computer. Suppose we want to replace every occurrence of the pattern \(P\) in \(T\) by the pattern \(Q\). This might be accomplished by repeatedly applying

\[
\text{REPLACE}(T, P, Q)
\]

until \(\text{INDEX}(T, P) = 0\) (i.e., until \(P\) does not appear in \(T\)). An algorithm which does this follows.

**Algorithm 3.2:** A text \(T\) and patterns \(P\) and \(Q\) are in memory. This algorithm replaces every occurrence of \(P\) in \(T\) by \(Q\).

1. [Find index of \(P\).] Set \(K := \text{INDEX}(T, P)\).
2. Repeat while \(K \neq 0\):
   (a) [Replace \(P\) by \(Q\).] Set \(T := \text{REPLACE}(T, P, Q)\).
   (b) [Update index.] Set \(K := \text{INDEX}(T, P)\).
   [End of loop.]
3. Write: \(T\).
4. Exit.

**Warning:** Although this algorithm looks very much like Algorithm 3.1, there is no guarantee that this algorithm will terminate. This fact is illustrated in Example 3.8(b). On the other hand, suppose the length of \(Q\) is smaller than the length of \(P\). Then the length of \(T\) after each replacement decreases. This guarantees that in this special case where \(Q\) is smaller than \(P\) the algorithm must terminate.

**Example 3.8**

(a) Suppose Algorithm 3.2 is run with the data

\[
T = \text{XABYABZ}, \quad P = \text{AB}, \quad Q = \text{C}
\]

Then the loop in the algorithm will be executed twice. During the first execution, the first occurrence of \(AB\) in \(T\) is replaced by \(C\) to yield \(T = \text{XCYABZ}\). During the second execution, the remaining \(AB\) in \(T\) is replaced by \(C\) to yield \(T = \text{XCYCZ}\). Hence \(\text{XCYCZ}\) is the output.
Suppose Algorithm 3.2 is run with the data

\[ T = XAY, \quad P = A, \quad Q = AB \]

Then the algorithm will never terminate. The reason for this is that \( P \) will always occur in the text \( T \), no matter how many times the loop is executed. Specifically,

- \( T = XABY \) at the end of the first execution of the loop
- \( T = XAB^2Y \) at the end of the second execution of the loop
- \( T = XAB^nY \) at the end of the \( n \)th execution of the loop

(The infinite loop arises here since \( P \) is a substring of \( Q \).)

### 3.7 PATTERN MATCHING ALGORITHMS

Pattern matching is the problem of deciding whether or not a given string pattern \( P \) appears in a string text \( T \). We assume that the length of \( P \) does not exceed the length of \( T \). This section discusses two pattern matching algorithms. We also discuss the complexity of the algorithms so we can compare their efficiencies.

**Remark:** During the discussion of pattern matching algorithms, characters are sometimes denoted by lowercase letters \((a, b, c, \ldots)\) and exponents may be used to denote repetition; e.g.,

\[ a^2b^3ab^2 \text{ for } aabbabb \quad \text{and} \quad (cd)^3 \text{ for } cdcedc \]

In addition, the empty string may be denoted by \( \Lambda \), the Greek letter lambda, and the concatenation of strings \( X \) and \( Y \) may be denoted by \( X \cdot Y \) or, simply, \( XY \).

#### First Pattern Matching Algorithm

The first pattern matching algorithm is the obvious one in which we compare a given pattern \( P \) with each of the substrings of \( T \), moving from left to right, until we get a match. In detail, let

\[ W_K = \text{SUBSTRING}(T, K, \text{LENGTH}(P)) \]

That is, let \( W_K \) denote the substring of \( T \) having the same length as \( P \) and beginning with the \( K \)th character of \( T \). First we compare \( P \) character by character, with the first substring, \( W_1 \). If all the characters are the same, then \( P = W_1 \) and so \( P \) appears in \( T \) and \( \text{INDEX}(T, P) = 1 \). On the other hand, suppose we find that some character of \( P \) is not the same as the corresponding character of \( W_1 \). Then \( P \neq W_1 \) and we can immediately move on to the next substring, \( W_2 \). That is, we next compare \( P \) with \( W_2 \). If \( P \neq W_2 \), then we compare \( P \) with \( W_3 \), and so on. The process stops \((a)\) when we find a match of \( P \) with some substring \( W_K \) and \( P \) appears in \( T \) and \( \text{INDEX}(T, P) = K \), or \((b)\) when we exhaust all the \( W_K \)'s with no match and hence \( P \) does not appear in \( T \). The maximum value \( \text{MAX} \) of the subscript \( K \) is equal to \( \text{LENGTH}(T) - \text{LENGTH}(P) + 1 \).

Let us assume, as an illustration, that \( P \) is a 4-character string and that \( T \) is a 20-character string, and that \( P \) and \( T \) appear in memory as linear arrays with one character per element. That is,

Then P is compared with each of the following 4-character substrings of T:


Note that there are MAX = 20 - 4 + 1 = 17 such substrings of T.

A formal presentation of our algorithm, where P is an r-character string and T is an s-character string, is shown in Algorithm 3.3.

Observe that Algorithm 3.3 contains two loops, one inside the other. The outer loop runs through each successive R-character substring

\[ W_K = T[K]T[K+1] ... T[K+R-1] \]

of T. The inner loop compares P with \( W_K \), character by character. If any character does not match, then control transfers to Step 5, which increases \( K \) and then leads to the next substring of T. If all the R characters of P do match those of some \( W_K \), then P appears in T and K is the INDEX of P in T. On the other hand, if the outer loop completes all of its cycles, then P does not appear in T and so INDEX = 0.

**Algorithm 3.3:** (Pattern Matching) P and T are strings with lengths R and S, respectively, and are stored as arrays with one character per element. This algorithm finds the INDEX of P in T.

1. [Initialize.] Set \( K := 1 \) and \( MAX := S - R + 1 \).
2. Repeat Steps 3 to 5 while \( K \leq MAX \):
3.   Repeat for \( L := 1 \) to \( R \): [Tests each character of P.]
      \[ \text{If } P[L] \neq T[K + L - 1], \text{ then: Go to Step 5.} \]
      [End of inner loop.]
4.   [Success.] Set INDEX = \( K \), and Exit.
5.   Set \( K := K + 1 \).
      [End of Step 2 outer loop.]
6.   [Failure.] Set INDEX = 0.
7. Exit.

The complexity of this pattern matching algorithm is measured by the number \( C \) of comparisons between characters in the pattern P and characters of the text T. In order to find \( C \), we let \( N \) denote the number of comparisons that take place in the inner loop when P is compared with \( W_K \).

Then

\[ C = N_1 + N_2 + ... + N_L \]

where \( L \) is the position \( L \) in T where P first appears or \( L = MAX \) if P does not appear in T. The next example computes \( C \) for some specific P and T where \( \text{LENGTH}(P) = 4 \) and \( \text{LENGTH}(T) = 20 \) and so \( MAX = 20 - 4 + 1 = 17 \).
Example 3.9

(a) Suppose \( P = aaba \) and \( T = cdcd \ldots cd = (cd)^{10} \), Clearly \( P \) does not occur in \( T \). Also, for each of the 17 cycles, \( N_k = 1 \), since the first character of \( P \) does not match \( W_k \). Hence

\[
C = 1 + 1 + 1 + \ldots + 1 = 17
\]

(b) Suppose \( P = aaba \) and \( T = ababaaba \ldots \). Observe that \( P \) is a substring of \( T \). In fact, \( P = W_5 \) and so \( N_5 = 4 \). Also, comparing \( P \) with \( W_1 = abab \), we see that \( N_1 = 2 \), since the first letters do match; but comparing \( P \) with \( W_2 = baba \), we see that \( N_2 = 1 \), since the first letters do not match. Similarly, \( N_3 = 2 \) and \( N_4 = 1 \). Accordingly,

\[
C = 2 + 1 + 2 + 1 + 4 = 10
\]

(c) Suppose \( P = aaab \) and \( T = aa \ldots a = a^{20} \). Here \( P \) does not appear in \( T \). Also, every \( W_k = aaab \); hence every \( N_k = 4 \), since the first three letters of \( P \) do match. Accordingly,

\[
C = 4 + 4 + \ldots + 4 = 17 \cdot 4 = 68
\]

In general, when \( P \) is an \( r \)-character string and \( T \) is an \( s \)-character string, the data size for the algorithm is

\[
n = r + s
\]

The worst case occurs when every character of \( P \) except the last matches every substring \( W_k \), as in Example 3.9(c). In this case, \( C(n) = r(s - r + 1) \). For fixed \( n \), we have \( s = n - r \), so that

\[
C(n) = r(n - 2r + 1)
\]

The maximum value of \( C(n) \) occurs when \( r = (n + 1)/4 \). (See Problem 3.19.) Accordingly, substituting this value for \( r \) in the formula for \( C(n) \) yields

\[
C(n) = \frac{(n + 1)^2}{8} = O(n^2)
\]

The complexity of the average case in any actual situation depends on certain probabilities which are usually unknown. When the characters of \( P \) and \( T \) are randomly selected from some finite alphabet, the complexity of the average case is still not easy to analyze, but the complexity of the average case is still a factor of the worst case. Accordingly, we shall state the following: \textit{The complexity of this pattern matching algorithm is equal to} \( O(n^2) \). In other words, the time required to execute this algorithm is proportional to \( n^2 \). (Compare this result with the one on page 3.20.)

Second Pattern Matching Algorithm

The second pattern matching algorithm uses a table which is derived from a particular pattern \( P \) but is independent of the text \( T \). For definiteness, suppose

\[
P = aaba
\]
First we give the reason for the table entries and how they are used. Suppose $T = T_1 T_2 T_3 \ldots$, where $T_i$ denotes the $i$th character of $T$; and suppose the first two characters of $T$ match those of $P$, i.e., suppose $T = aa\ldots$. Then $T$ has one of the following three forms:

(i) $T = aab\ldots$,  
(ii) $T = aaa\ldots$,  
(iii) $T = aax$

where $x$ is any character different from $a$ or $b$. Suppose we read $T_3$ and find that $T_3 = b$. Then we next read $T_4$ to see if $T_4 = a$, which will give a match of $P$ with $W_1$. On the other hand, suppose $T_3 = a$. Then we know that $P \neq W_1$; but we also know that $W_2 = aa\ldots$, i.e., that the first two characters of the substring $W_2$ match those of $P$. Hence we next read $T_4$ to see if $T_4 = b$. Last, suppose $T_3 = x$. Then we know that $P \neq W_2$, but we also know that $P \neq W_3$, since $x$ does not appear in $P$. Hence we next read $T_4$ to see if $T_4 = a$, i.e., to see if the first character of $W_4$ matches the first character of $P$.

There are two important points to the above procedure. First, when we read $T_3$ we need only compare $T_3$ with those characters which appear in $P$. If none of these match, then we are in the last case, of a character $x$ which does not appear in $P$. Second, after reading and checking $T_3$, we next read $T_4$; we do not have to go back again in the text $T$.

Figure 3.8(a) contains the table that is used in our second pattern matching algorithm for the pattern $P = aaba$. (In both the table and the accompanying graph, the pattern $P$ and its substrings $Q$ will be represented by italic capital letters.) The table is obtained as follows. First of all, we let $Q_i$ denote the initial substring of $P$ of length $i$; hence

$Q_0 = \Lambda, \quad Q_1 = a, \quad Q_2 = a^2, \quad Q_3 = a^2b, \quad Q_4 = a^2ba = P$

(Here $Q_0 = \Lambda$ is the empty string.) The rows of the table are labeled by these initial substrings of $P$, excluding $P$ itself. The columns of the table are labeled $a$, $b$ and $x$, where $x$ represents any character that doesn’t appear in the pattern $P$. Let $f$ be the function determined by the table; i.e., let $f(Q_i, r)$

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_0$</td>
<td>$Q_1$</td>
<td>$Q_0$</td>
<td>$Q_0$</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>$Q_2$</td>
<td>$Q_0$</td>
<td>$Q_0$</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>$Q_2$</td>
<td>$Q_3$</td>
<td>$Q_0$</td>
</tr>
<tr>
<td>$Q_3$</td>
<td>$P$</td>
<td>$Q_0$</td>
<td>$Q_0$</td>
</tr>
</tbody>
</table>

(a) Pattern matching table

(a) Pattern matching graph

Fig. 3.8
denote the entry in the table in row $Q_i$ and column $t$ (where $t$ is any character). This entry $f(Q_i, t)$ is defined to be the largest $Q$ that appears as a terminal substring in the string $Q_i t$, the concatenation of $Q_i$ and $t$. For example,

$a^2$ is the largest $Q$ that is a terminal substring of $Q_2 a = a^3$, so $f(Q_2, a) = Q_2$.

$\Lambda$ is the largest $Q$ that is a terminal substring of $Q_1 b = ab$, so $f(Q_1, b) = Q_0$.

$a$ is the largest $Q$ that is a terminal substring of $Q_0 a = a$, so $f(Q_0, a) = Q_1$.

$\Lambda$ is the largest $Q$ that is a terminal substring of $Q_3 a = a^3 b x$, so $f(Q_3, x) = Q_0$.

and so on. Although $Q_1 = a$ is a terminal substring of $Q_2 a = a^3$, we have $f(Q_2, a) = Q_2$ because $Q_2$ is also a terminal substring of $Q_2 a = a^3$ and $Q_2$ is larger than $Q_1$. We note that $f(Q_i, x) = Q_0$ for any $Q$, since $x$ does not appear in the pattern $P$. Accordingly, the column corresponding to $x$ is usually omitted from the table.

Our table can also be pictured by the labeled directed graph in Fig. 3.8(b). The graph is obtained as follows. First, there is a node in the graph corresponding to each initial substring $Q_i$ of $P$. The $Q$'s are called the states of the system, and $Q_0$ is called the initial state. Second, there is an arrow (a directed edge) in the graph corresponding to each entry in the table. Specifically, if

$f(Q_i, t) = Q_j$

then there is an arrow labeled by the character $t$ from $Q_i$ to $Q_j$. For example, $f(Q_2, b) = Q_3$, so there is an arrow labeled $b$ from $Q_2$ to $Q_3$. For notational convenience, we have omitted all arrows labeled $x$, which must lead to the initial state $Q_0$.

We are now ready to give the second pattern matching algorithm for the pattern $P = aaba$. (Note that in the following discussion capital letters will be used for all single-letter variable names that appear in the algorithm.) Let $T = T_1 T_2 T_3 \cdots T_N$ denote the $n$-character-string text which is searched for the pattern $P$. Beginning with the initial state $Q_0$ and using the text $T$, we will obtain a sequence of states $S_1, S_2, S_3, \ldots$ as follows. We let $S_1 = Q_0$ and we read the first character $T_1$. From either the table or the graph in Fig. 3.8, the pair $(S_1, T_1)$ yields a second state $S_2$; that is, $F(S_1, T_1) = S_2$. We read the next character $T_2$. The pair $(S_2, T_2)$ yields a state $S_3$, and so on. There are two possibilities:

1. Some state $S_K = P$, the desired pattern. In this case, $P$ does appear in $T$ and its index is $K - \text{LENGTH}(P)$.
2. No state $S_1, S_2, \ldots, S_{N+1}$ is equal to $P$. In this case, $P$ does not appear in $T$.

We illustrate the algorithm with two different texts using the pattern $P = aaba$.

**Example 3.10**

(a) Suppose $T = aabca$aba. Beginning with $Q_0$, we use the characters of $T$ and the graph (or table) in Fig. 3.8 to obtain the following sequence of states:

$Q_0 \xrightarrow{ca} Q_1 \xrightarrow{ca} Q_2 \xrightarrow{cb} Q_3 \xrightarrow{cc} Q_0 \xrightarrow{ca} Q_1 \xrightarrow{cb} Q_0 \xrightarrow{ca} Q_1$

We do not obtain the state $P$, so $P$ does not appear in $T$. 


(b) Suppose \( T = abcaabaca \). Then we obtain the following sequence of states:

\[
Q_0 \xrightarrow{ca} Q_1 \xrightarrow{b} Q_0 \xrightarrow{c} Q_0 \xrightarrow{ca} Q_1 \xrightarrow{ca} Q_2 \xrightarrow{cb} Q_3 \xrightarrow{ca} P
\]

Here we obtain the pattern \( P \) as the state \( S_8 \). Hence \( P \) does appear in \( T \) and its index is \( 8 - \text{LENGTH}(P) = 4 \).

The formal statement of our second pattern matching algorithm follows:

**Algorithm 3.4:** (Pattern Matching). The pattern matching table \( F(Q_i, T) \) of a pattern \( P \) is in memory, and the input is an \( N \)-character string \( T = T_1 T_2 ... T_N \). This algorithm finds the INDEX of \( P \) in \( T \).

1. [Initialize.] Set \( K := 1 \) and \( S_1 = Q_0 \)
2. Repeat Steps 3 to 5 while \( S_K \neq P \) and \( K \leq N \).
3. Read \( T_K \).
4. Set \( S_{K+1} := F(S_K, T_K) \). [Finds next state.]
5. Set \( K := K + 1 \). [Updates counter.]
[End of Step 2 loop.]
6. [Successful?]
   If \( S_K = P \), then:
   \[
   \text{INDEX} = K - \text{LENGTH}(P).
   \]
   Else:
   \[
   \text{INDEX} = 0.
   \]
   [End of If structure.]
7. Exit

The running time of the above algorithm is proportional to the number of times the Step 2 loop is executed. The worst case occurs when all of the text \( T \) is read, i.e., when the loop is executed \( n = \text{LENGTH}(T) \) times. Accordingly, we can state the following: *The complexity of this pattern matching algorithm is equal to \( O(n) \).*

**Remark:** A combinatorial problem is said to be **solvable in polynomial time** if there is an algorithmic solution with complexity equal to \( O(n^m) \) for some \( m \), and it is said to be **solvable in linear time** if there is an algorithmic solution with complexity equal to \( O(n) \), where \( n \) is the size of the data. Thus the second of the two pattern matching algorithms described in this section is solvable in linear time. (The first pattern matching algorithm was solvable in polynomial time.)

### Terminology; Storage of Strings

**3.1** Let \( W \) be the string \( ABCD \). (a) Find the length of \( W \). (b) List all substrings of \( W \). (c) List all the initial substrings of \( W \).

(a) The number of characters in \( W \) is its length, so 4 is the length of \( W \).
(b) Any subsequence of characters of \( W \) is a substring of \( W \). There are 11 such substrings:

<table>
<thead>
<tr>
<th>Substrings:</th>
<th>ABCD,</th>
<th>ABC, BCD,</th>
<th>AB, BC, CD,</th>
<th>A, B, C, D,</th>
<th>( \Lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lengths:</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

(Here \( \Lambda \) denotes the empty string.)

(c) The initial substrings are ABCD, ABC, AB, A, \( \Lambda \); that is, both the empty string and those substrings that begin with A.

3.2 Assuming a programming language uses at least 48 characters—26 letters, 10 digits and a minimum of 12 special characters—give the minimum number and the usual number of bits to represent a character in the memory of the computer.

Since \( 2^5 < 48 < 2^6 \), one requires at least a 6-bit code to represent 48 characters. Usually a computer uses a 7-bit code, such as ASCII, or an 8-bit code, such as EBCDIC, to represent characters. This allows many more special characters to be represented and processed by the computer.

3.3 Describe briefly the three types of structures used for storing strings.

(a) Fixed-length-storage structures. Here strings are stored in memory cells that are all of the same length, usually space for 80 characters.

(b) Variable-length storage with fixed maximums. Here strings are also stored in memory cells all of the same length; however, one also knows the actual length of the string in the cell.

(c) Linked-list storage. Here each cell is divided into two parts; the first part stores a single character (or a fixed small number of characters), and the second part contains the address of the cell containing the next character.

3.4 Find the string stored in Fig. 3.9, assuming the link value 0 signals the end of the list.

Here the string is stored in a linked-list structure with 4 characters per node. The value of START gives the location of the first node in the list:

4 [A TH 2]

The link value in this node gives the location of the next node in the list:

2 [ING 7]

Continuing in this manner, we obtain the following sequence of nodes:

7 OF B 11 [E A U T 12 [Y I S 8 [A J 1

10 O Y F [O R E V 6 ER 0]
Thus the string is:

A THING OF BEAUTY IS A JOY FOREVER.

3.5 Give some (a) advantages and (b) disadvantages of using linked storage for storing strings.

(a) One can easily insert, delete, concatenate and rearrange substrings when using linked storage.
(b) Additional space is used for storing the links. Also, one cannot directly access a character in the middle of the list.

3.6 Describe briefly the meaning of (a) static, (b) semistatic and (c) dynamic character variables.

(a) The length of the variable is defined before the program is executed and cannot change during the execution of the program.
(b) The length of the variable may vary during the execution of the program, but the length cannot exceed a maximum value defined before the program is executed.
(c) The length of the variable may vary during the execution of the program.

3.7 Suppose MEMBER is a character variable with fixed length 20. Assume a string is stored left-justified in a memory cell with blank spaces padded on the right or with the right-most characters truncated. Describe MEMBER (a) if 'JOHN PAUL JONES' is assigned to MEMBER and (b) if 'ROBERT ANDREW WASHINGTON' is assigned to MEMBER.
The data will appear in MEMBER as follows:
(a) MEMBER  
  JOHN PAUL JONES  
(b) MEMBER  
  ROBERT ANDREW WASHING

String Operations

In Solved Problems 3.8 to 3.11 and 3.13, let S and T be character variables such that
S = 'JOHN PAUL JONES'
T = 'A THING OF BEAUTY IS A JOY FOREVER.'

3.8 Recall that we use LENGTH(string) for the length of a string.
(a) How is this function denoted in (i) PL/I, (ii) BASIC, (iii) UCSD Pascal, (iv) SNOBOL
    and (v) FORTRAN?
(b) Find LENGTH(S) and LENGTH(T).

(a) (i) LENGTH(String). (ii) LEN(string). (iii) LENGTH(string). (iv) SIZE(string).
    (v) FORTRAN has no length function for strings, since the language uses only fixed-
    length variables.
(b) Assuming there is only one blank space character between words,
    LENGTH(S) = 15  and  LENGTH(T) = 35

3.9 Recall that we use SUBSTRING(string, position, length) to denote the substring of string
    beginning in a given position and having a given length. Determine (a) SUBSTRINGS
    (S, 4, 8) and (b) SUBSTRING(T, 10, 5).

(a) Beginning with the fourth character and recording 8 characters, we obtain
    SUBSTRING(S, 4, 8) = 'NPAULJ'
(b) Similarly,
    SUBSTRING(T, 10, 5) = 'FBEAU'

3.10 Recall that we use INDEX(text, pattern) to denote the position where a pattern first
    appears in a text. This function is assigned the value 0 if the pattern does not appear in the
    text. Determine (a) INDEX(S, 'JO'), (b) INDEX(S, 'JOY'), (c) INDEX(S, 'JO'), (d)
    INDEX(T, 'A'), (e) INDEX(T, 'A') and (f) INDEX(T, 'THE').

(a) INDEX(S, 'JO') = 1, (b) INDEX(S, 'JOY') = 0, (c) INDEX(S, 'JO') = 10, (d)
    INDEX(T, 'A') = 1, (e) INDEX(T, 'A') = 21 and (f) INDEX(T, 'THE') = 0. (Recall that
    □ is used to denote a blank space.)

3.11 Recall that we use $S_1//S_2$ to denote the concatenation of strings $S_1$ and $S_2$.

(a) How is this function denoted in (i) PL/I, (ii) FORTRAN, (iii) BASIC, (iv) SNOBOL
    and (v) UCSD Pascal?
(b) Find (i) 'THE' // 'END' and (ii) 'THE' // '□'/'END'.
(c) Find (i) SUBSTRING(S, 11, 5)///'□'//SUBSTRING(S, 1, 9) and (ii) SUBSTRING
(T, 28, 3)//'GIVEN'.

(a) (i) $S_1||S_2$, (ii) $S_1//S_2$, (iii) $S_1 + S_2$, (iv) $S_1 S_2$ (juxtaposition with a blank space between
$S_1$ and $S_2$) and (v) CONCAT($S_1$, $S_2$).
(b) $S_1//S_2$ refers to the string consisting of the characters of $S_1$ followed by the characters
of $S_2$. Hence, (i) THEEND and (ii) THE END.
(c) (i) JONES, JOHN PAUL and (ii) FORGIVENs.

3.12 Recall that we use INSERT(text, position, string) to denote inserting a string $S$ in a given

(a) Find (i) INSERT('AAAAA', 1, 'BBB'), (ii) INSERT('AAAAA', 3, 'BBB') and
(iii) INSERT('AAAAA', 6, 'BBB').
(b) Suppose T is the text 'THE STUDENT IS ILL.' Use INSERT to change T so that it
reads: (i) The student is very ill. (ii) The student is ill today. (iii) The student is very ill today.

(a) (i) BBBAAAAA, (ii) AABBBAAA and (iii) AAAAAABB.
(b) Be careful to include blank spaces when necessary. (i) INSERT(T, 15, '□VERY)
(ii) INSERT(T, 19, '□TODAY'). (iii) INSERT(INSERT(T, 19, '□TODAY'), 15
'□VERY') or INSERT(INSERT(T, 15, '□VERY'), 24, '□TODAY').

3.13 Find

(a) DELETE('AAABBB', 2, 2) and DELETE('JOHN PAUL JONES', 6, 5).
(b) REPLACE('AAABBB', 'AA', 'BB') and
REPLACE('JOHN PAUL JONES', 'PAUL', 'DAVID')

(a) DELETE(T, K, L) deletes from a text T the substring which begins in position K and
has length L. Hence the answers are

ABBB and JOHN JONES

(b) REPLACE(T, P₁, P₂) replaces in a text T the first occurrence of the pattern P₁ by the
pattern P₂. Hence the answers are

BBABBB and JOHN DAVID JONES

Word Processing

In Solved Problems 3.14 to 3.17, S is a short story stored in a linear array LINE with $n$ elements
such that each LINE[K] is a static character variable storing 80 characters and representing a line
of the story. Also, LINE[1], the first line, contains only the title of the story, and LINE[N], the last
line, contains only the name of the author. Furthermore, each paragraph begins with 5 blank
spaces, and there is no other indentation except possibly the title in LINE[1] or the name of the
author in LINE[N].
3.14 Write a procedure which counts the number NUM of paragraphs in the short story S.

Beginning with LINE[2] and ending with LINE[N − 1], count the number of lines beginning with 5 blank spaces. The procedure follows.

Procedure P3.14: PAR(LINE, N, NUM)

1. Set NUM := 0 and BLANK := '☐☐☐☐☐'
2. [Initialize counter.] Set K := 2.
3. Repeat Steps 4 and 5 while K ≤ N − 1.
4. [Compare first 5 characters of each line with BLANK.]
   If SUBSTRING(LINE[K], 1, 5) = BLANK, then:
   Set NUM := NUM + 1.
   [End of If structure.]
5. Set K := K + 1. [Increments counter.]
   [End of Step 3 loop.]
6. Return.

3.15 Write a procedure which counts the number NUM of times the word "the" appears in the short story S. (We do not count "the" in "mother," and we assume no sentence ends with the word "the."

Note that the word "the" can appear as THE☐ at the beginning of a line, as ☐THE at the end of a line, or as ☐THE☐ elsewhere in a line. Hence we must check these three cases for each line. The procedure follows.

Procedure P3.15: COUNT(LINE, N, NUM)

1. Set WORD := 'THE' and NUM := 0.
2. [Prepare for the three cases.]
3. Repeat Steps 4 through 6 for K = 1 to N:
4. [First case.] If SUBSTRING(LINE[K], 1, 4) = BEG, then:
   Set NUM := NUM + 1.
5. [Second case.] If SUBSTRING(LINE[K], 77, 4) = END, then:
   Set NUM := NUM + 1.
6. [General case.] Repeat for J = 2 to 76.
   If SUBSTRING(LINE[K], J, 5) = MID, then:
   Set NUM := NUM + 1.
   [End of If structure.]
   [End of Step 6 loop.]
   [End of Step 3 loop.]
7. Return.

3.16 Discuss the changes that must be made in Procedure P3.15 if one wants to count the number of occurrences of an arbitrary word W with length R.
There are three basic types of changes.

(a) Clearly, 'THE' must be changed to W in Step 1.
(b) Since the length of W is r and not 3, appropriate changes must be made in Steps 3 to 6.
(c) One must also consider the possibility that W will be followed by some punctuation, e.g.,

W, W; W. W?

Hence more than the three cases must be treated.

3.17 Outline an algorithm which will interchange the kth and lth paragraphs in the short story §

The algorithm reduces to two procedures:

Procedure A. Find the values of arrays BEG and END where

\[
\text{LINE[BEG[K]]} \quad \text{and} \quad \text{LINE[END[K]]}
\]

contain, respectively, the first and last lines of paragraph K of the story §.

Procedure B. Using the values of BEG[K] and END[K] and the values of BEG[L] and END[L], interchange the block of lines of paragraph K with the block of lines of paragraph L.

Pattern Matching

3.18 For each of the following patterns P and texts T, find the number C of comparisons to find the INDEX of P in T using the "slow" algorithm. Algorithm 3.3:

(a) \( P = abc, T = (ab)^5 = ababababab \)
(b) \( P = abc, T = (ab)^{2n} \)
(c) \( P = aaa, T = (aabh)^3 = aabbaabbaabhh \)
(d) \( P = aaa, T = ababbaabbaabbaabhh \)

Recall that \( C = N_1 + N_2 + \ldots + N_k \) where \( N_k \) denotes the number of comparisons that take place in the inner loop when P is compared with \( W_k \).

(a) Note first that there are

\[ \text{LENGTH}(T) - \text{LENGTH}(P) + 1 = 10 - 3 + 1 = 8 \]

substrings \( W_k \). We have

\[ C = 2 + 1 + 2 + 1 + 2 + 1 + 2 + 1 = 4(3) = 12 \]

and \( \text{INDEX}(T, P) = 0 \), since P does not appear in T.

(b) There are \( 2n - 3 + 1 = 2(n - 1) \) subwords \( W_k \). We have

\[ C = 2 + 1 + 2 + 1 + \ldots + 2 + 1 = (n + 1)(3) = 3n + 3 \]

and \( \text{INDEX}(T, P) = 0 \).

(c) There are \( 12 - 3 + 1 = 10 \) subwords \( W_k \). We have

\[ C = 3 + 2 + 1 + 1 + 3 + 2 + 1 + 1 + 3 + 2 = 19 \]

and \( \text{INDEX}(T, P) = 0 \).

(d) We have

\[ C = 2 + 1 + 3 + 2 + 1 + 1 + 3 = 13 \]

and \( \text{INDEX}(T, P) = 7 \).
3.19 Suppose P is an r-character string and T is an s-character string, and suppose C(n) denotes the number of comparisons when Algorithm 3.3 is applied to P and T. (Here \( n = r + s \))

(a) Find the complexity \( C(n) \) for the best case.
(b) Prove that the maximum value of \( C(n) \) occurs when \( r = (n + 1)/4 \).

(a) The best case occurs when P is an initial substring of T, or, in other words, when INDEX(T, P) = 1. In this case \( C(n) = r \). (We assume \( r \leq s \)).
(b) By the discussion in Sec. 3.7,

\[
C = C(n) = r(n - 2r + 1) = nr - 2r^2 + r
\]

Here \( n \) is fixed, so \( C = C(n) \) may be viewed as a function of \( r \). Calculus tells us that the maximum value of \( C \) occurs when \( C' = dc/dr = 0 \) (here \( C' \) is the derivative of \( C \) with respect to \( r \)). Using calculus, we obtain:

\[
C' = n - 4r + 1
\]

Setting \( C' = 0 \) and solving for \( r \) gives us the required result.

3.20 Consider the pattern \( P = aaabb \). Construct the table and the corresponding labeled directed graph used in the “fast,” or second pattern matching, algorithm.

First list the initial segments of \( P \):

\[
Q_0 = \Lambda, \quad Q_1 = a, \quad Q_2 = a^2, \quad Q_3 = a^3, \quad Q_4 = a^3b, \quad Q_5 = a^3b^2
\]

For each character \( t \), the entry \( f(Q_i, t) \) in the table is the largest \( Q \) which appears as a terminal substring in the string \( Q_i \). We compute:

\[
\begin{align*}
f(\Lambda, a) &= a, & f(a, a) &= a^2, & f(a^2, a) &= a^3, & f(a^3, a) &= a^3, & f(a^3b, a) &= a \\
f(\Lambda, b) &= \Lambda, & f(a, b) &= \Lambda, & f(a^2, b) &= \Lambda, & f(a^3, b) &= a^3b, & f(a^3b, b) &= P
\end{align*}
\]

Hence the required table appears in Fig. 3.10(a). The corresponding graph appears in Fig. 3.10(b), where there is a node corresponding to each \( Q \) and an arrow from \( Q_i \) to \( Q_j \) labeled by the character \( t \) for each entry \( f(Q_i, t) = Q_j \) in the table.

\[
\begin{array}{c|cc}
Q_0 & Q_1 & Q_0 \\
Q_1 & Q_2 & Q_0 \\
Q_2 & Q_3 & Q_0 \\
Q_3 & Q_3 & Q_4 \\
Q_4 & Q_1 & P
\end{array}
\]

(a)

(b)

\[\text{Fig. 3.10}\]
3.21 Find the table and corresponding graph for the second pattern matching algorithm where the pattern is $P = ababab$.

The initial substrings of $P$ are:

$Q_0 = \Lambda$, $Q_1 = a$, $Q_2 = ab$, $Q_3 = aba$, $Q_4 = abab$, $Q_5 = ababa$, $Q_6 = ababab = P$

The function $f$ giving the entries in the table follows:

- $f(\Lambda, a) = a$
- $f(\Lambda, b) = \Lambda$
- $f(a, a) = a$
- $f(a, b) = ab$
- $f(ab, a) = aba$
- $f(ab, b) = \Lambda$
- $f(aba, a) = a$
- $f(aba, b) = abab$
- $f(abab, a) = ababa$
- $f(abab, b) = \Lambda$
- $f(ababa, a) = a$
- $f(ababa, b) = P$

The table appears in Fig. 3.11(a) and the corresponding graph appears in Fig. 3.11(b).

![Table and Graph](image)

Fig. 3.11

**Supplementary Problems**

**Strings**

3.1 Find the string stored in Fig. 3.12.

3.2 Consider the string $W = \text{'XYZST'}$. List (a) all substrings of $W$ and (b) all initial substrings of $W$.

3.3 Suppose $W$ is a string of length $n$. Find the number of (a) substrings of $W$ and (b) initial substrings of $W$. 
3.4 Suppose STATE is a character variable with fixed length 12. Describe the contents of
STATE after the assignment (a) STATE := 'NEW YORK', (b) STATE := 'SOUTH CAROLINA' and (c) STATE := 'PENNSYLVANIA'.

**String Operations**

In Supplementary Problems 3.5 to 3.10, let S and T be character variables such that

\[
S = 'WE THE PEOPLE' \quad \text{and} \quad T = 'OF THE UNITED STATES'
\]

3.5 Find the length of S and T.

3.6 Find (a) SUBSTRING(S, 4, 8) and (b) SUBSTRING(T, 10, 5).

3.7 Find (a) INDEX(S, 'P'), (b) INDEX(S, 'E'), (c) INDEX(S, 'THE'), (d) INDEX(T, 'THE'),
(e) INDEX(T, 'THEN') and (f) INDEX(T, 'TE').

3.8 Using S₁//S₂ to stand for the concatenation of S₁ and S₂, find (a) 'NO'/'EXIT', (b) 'NO'/'☐'
// 'EXIT' and (c) SUBSTRING(S₁, 4, 10)//☐ARE☐ //SUBSTRING(T, 8, 6).

3.9 Find (a) DELETE('AAABBB', 3, 3), (b) DELETE('AAABBB', 1, 4), (c) DELETE(S, 1, 3)
and (d) DELETE(T, 1, 7).

3.10 Find (a) REPLACE('ABABAB', 'B', 'BAB'), (b) REPLACE(S, 'WE', 'ALL') and (c)
REPLACE(T, 'THE', 'THES').
3.11 Find (a) INSERT('AAA', 2, 'BBB'), (b) INSERT('ABCD', 3, 'XYZ') and (c) INSERT('THE BOY', 5, 'BIG').

3.12 Suppose U is the text 'MARC STUDIES MATHEMATICS'. Use INSERT to change U so that it reads: (a) MARC STUDIES ONLY MATHEMATICS. (b) MARC STUDIES MATHEMATICS AND PHYSICS. (c) MARC STUDIES APPLIED MATHEMATICS.

Pattern Matching

3.13 Consider the pattern $P = abc$. Using the "slow" pattern matching algorithm, Algorithm 3.3, find the number $C$ comparisons to find the INDEX of $P$ in each of the following texts $T$: (a) $a^{10}$, (b) $(aba)^{10}$, (c) $(cbab)^{10}$, (d) $d^{10}$ and (e) $d^n$ where $n > 3$.

3.14 Consider the pattern $P = a^2b$. Repeat Problem 3.34 with each of the following texts $T$: (a) $a^{20}$, (b) $a^n$ where $n > 6$; (c) $d^{20}$ and (d) $d^n$ where $n > 6$.

3.15 Consider the pattern $P = a^3ba$. Construct the table and the corresponding labeled directed graph used in the "fast" pattern matching algorithm.

3.16 Repeat Problem 3.15 for the pattern $P = aba^2b$.

**PROGRAMMING PROBLEMS**

In Programming Problems 3.1 to 3.3, assume the preface of this text is stored in a linear array `LINE` such that `LINE[K]` is a static character variable storing 80 characters and represents a line of the preface. Assume that each paragraph begins with 5 blank spaces and there is no other indentation. Also, assume there is a variable `NUM` which gives the number of lines in the preface.

3.1 Write a program which defines a linear array `PAR` such that `PAR[K]` contains the location of the Kth paragraph, and which also defines a variable `NPAR` which contains the number of paragraphs.

3.2 Write a program which reads a given `WORD` and then counts the number $C$ of times `WORD` occurs in `LINE`. Test the program using (a) `WORD = 'THE'` and (b) `WORD = 'HENCE'`.

3.3 Write a program which interchanges the Jth and Kth paragraphs. Test the program using $J = 2$ and $K = 4$.

In Programming Problems 3.4 to 3.9, assume the preface of this text is stored in a single character variable `TEXT`. Assume 5 blank spaces indicates a new paragraph.

3.4 Write a program which constructs a linear array `PAR` such that `PAR[K]` contains the location of the Kth paragraph in `TEXT`, and which finds the value of a variable `NPAR` which contains the number of paragraphs. (Compare with Programming Problem 3.1.)
3.5 Write a program which reads a given WORD and then counts the number \( C \) of times WORD occurs in TEXT. Test the program using (a) WORD = 'THE' and (b) WORD = 'HENCE'. (Compare with Programming Problem 3.2.)

3.6 Write a program which interchanges the \( J^{th} \) and \( K^{th} \) paragraphs in TEXT. Test the program using \( J = 2 \) and \( K = 4 \). (Compare with Programming Problem 3.3.)

3.7 Write a program which reads words WORD1 and WORD2 and then replaces each occurrence of WORD1 in TEXT by WORD2. Test the program using WORD1 = 'HENCE' and \( \text{WORD2} = '\text{THUS}' \)

3.8 Write a subprogram INST(TEXT, NEW, K) which inserts a string NEW into TEXT beginning at \( \text{TEXT}[K] \).

3.9 Write a subprogram PRINT(TEXT, K) which prints the character string TEXT in lines with at most \( K \) characters. No word should be divided in the middle and appear on two lines, so some lines may contain trailing blank spaces. Each paragraph should begin with its own line and be indented using 5 blank spaces. Test the program using (a) \( K = 800 \), (b) \( K = 70 \) and (c) \( K = 60 \).
Chapter Four

Arrays, Records and Pointers

4.1 INTRODUCTION

Data structures are classified as either linear or nonlinear. A data structure is said to be linear if its elements form a sequence, or, in other words, a linear list. There are two basic ways of representing such linear structures in memory. One way is to have the linear relationship between the elements represented by means of sequential memory locations. These linear structures are called arrays and form the main subject matter of this chapter. The other way is to have the linear relationship between the elements represented by means of pointers or links. These linear structures are called linked lists; they form the main content of Chapter 5. Nonlinear structures such as trees and graphs are treated in later chapters.

The operations one normally performs on any linear structure, whether it be an array or a linked list, include the following:

(a) Traversal. Processing each element in the list.
(b) Search. Finding the location of the element with a given value or the record with a given key.
(c) Insertion. Adding a new element to the list.
(d) Deletion. Removing an element from the list.
(e) Sorting. Arranging the elements in some type of order.
(f) Merging. Combining two lists into a single list.

The particular linear structure that one chooses for a given situation depends on the relative frequency with which one performs these different operations on the structure.
This chapter discusses a very common linear structure called an array. Since arrays are usually easy to traverse, search and sort, they are frequently used to store relatively permanent collections of data. On the other hand, if the size of the structure and the data in the structure are constantly changing, then the array may not be as useful a structure as the linked list, discussed in Chapter 5.

4.2 LINEAR ARRAYS, One Dimensional Array

A linear array is a list of a finite number $n$ of homogeneous data elements (i.e., data elements of the same type) such that:

(a) The elements of the array are referenced respectively by an index set consisting of $n$ consecutive numbers.

(b) The elements of the array are stored respectively in successive memory locations.

The number $n$ of elements is called the length or size of the array. If not explicitly stated, we will assume the index set consists of the integers $1, 2, ..., n$. In general, the length or the number of data elements of the array can be obtained from the index set by the formula

$$
\text{Length} = \text{UB} - \text{LB} + 1
$$

(4.1)

where UB is the largest index, called the upper bound, and LB is the smallest index, called the lower bound, of the array. Note that length = UB when LB = 1.

The elements of an array $A$ may be denoted by the subscript notation

$$A_1, A_2, A_3, ..., A_n$$

or by the parentheses notation (used in FORTRAN, PL/1 and BASIC)

$$A(1), A(2), ..., A(N)$$

or by the bracket notation (used in Pascal)


We will usually use the subscript notation or the bracket notation. Regardless of the notation, the number $K$ in $A[K]$ is called a subscript or an index and $A[K]$ is called a subscripted variable. Note that subscripts allow any element of $A$ to be referenced by its relative position in $A$.

Example 4.1

(a) Let DATA be a 6-element linear array of integers such that

$$
\begin{align*}
\text{DATA}[6] &= 156
\end{align*}
$$

Sometimes we will denote such an array by simply writing

$$\text{DATA}: 247, 56, 429, 135, 87, 156$$

The array DATA is frequently pictured as in Fig. 4.1(a) or Fig. 4.1(b).
(b) An automobile company uses an array AUTO to record the number of automobiles sold each year from 1932 through 1984. Rather than beginning the index set with 1, it is more useful to begin the index set with 1932 so that

\[
\text{AUTO}[K] = \text{number of automobiles sold in the year } K
\]

Then LB = 1932 is the lower bound and UB = 1984 is the upper bound of AUTO. By Eq. (4.1),

\[
\text{Length} = \text{UB} - \text{LB} + 1 = 1984 - 1930 + 1 = 55
\]

That is, AUTO contains 55 elements and its index set consists of all integers from 1932 through 1984.

Each programming language has its own rules for declaring arrays. Each such declaration must give, implicitly or explicitly, three items of information: (1) the name of the array, (2) the data type of the array and (3) the index set of the array.

**Example 4.2**

(a) Suppose DATA is a 6-element linear array containing real values. Various programming languages declare such an array as follows:

<table>
<thead>
<tr>
<th>FORTRAN:</th>
<th>REAL DATA(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL/1:</td>
<td>DECLARE DATA(6) FLOAT;</td>
</tr>
<tr>
<td>Pascal:</td>
<td>VAR DATA: ARRAY[1 ... 6] OF REAL</td>
</tr>
</tbody>
</table>

We will declare such an array, when necessary, by writing DATA(6). (The context will usually indicate the data type, so it will not be explicitly declared.)

(b) Consider the integer array AUTO with lower bound LB = 1932 and upper bound UB = 1984. Various programming languages declare such an array as follows:

<table>
<thead>
<tr>
<th>FORTRAN 77</th>
<th>INTEGER AUTO(1932: 1984)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL/1:</td>
<td>DECLARE AUTO(1932: 1984) FIXED;</td>
</tr>
<tr>
<td>Pascal:</td>
<td>VAR AUTO: ARRAY[1932 ... 1984] OF INTEGER</td>
</tr>
</tbody>
</table>

We will declare such an array by writing AUTO(1932:1984).
Some programming languages (e.g., FORTRAN and Pascal) allocate memory space for arrays statically, i.e., during program compilation; hence the size of the array is fixed during program execution. On the other hand, some programming languages allow one to read an integer \( n \) and then declare an array with \( n \) elements; such programming languages are said to allocate memory dynamically.

### 4.3 REPRESENTATION OF LINEAR ARRAYS IN MEMORY

Let \( LA \) be a linear array in the memory of the computer. Recall that the memory of the computer is simply a sequence of addressed locations as pictured in Fig. 4.2. Let us use the notation

\[
\text{LOC}(LA[K]) = \text{address of the element } LA[K]\text{ of the array } LA
\]

![Fig. 4.2 Computer Memory](image)

As previously noted, the elements of \( LA \) are stored in successive memory cells. Accordingly, the computer does not need to keep track of the address of every element of \( LA \), but needs to keep track only of the address of the first element of \( LA \), denoted by

\[
\text{Base}(LA)
\]

and called the base address of \( LA \). Using this address \( \text{Base}(LA) \), the computer calculates the address of any element of \( LA \) by the following formula:

\[
\text{LOC} \ (LA[K]) = \text{Base}(LA) + w(K - \text{lower bound})
\]

(4.2)

where \( w \) is the number of words per memory cell for the array \( LA \). Observe that the time to calculate \( \text{LOC}(LA[K]) \) is essentially the same for any value of \( K \). Furthermore, given any subscript \( K \), one can locate and access the content of \( LA[K] \) without scanning any other element of \( LA \).
Example 4.3

Consider the array AUTO in Example 4.1(b), which records the number of automobiles sold each year from 1932 through 1984. Suppose AUTO appears in memory as pictured in Fig. 4.3. That is, Base(AUTO) = 200, and \( w = 4 \) words per memory cell for AUTO.

Then

\[
\text{LOC(AUTO[1932])} = 200, \quad \text{LOC(AUTO[1933])} = 204, \quad \text{LOC(AUTO[1934])} = 208, \quad \ldots
\]

The address of the array element for the year \( K = 1965 \) can be obtained by using Eq. (4.2):

\[
\text{LOC(AUTO[1965])} = \text{Base(AUTO)} + w(1965 - \text{lower bound})
\]

\[= 200 + 4(1965 - 1932) = 332\]

Again we emphasize that the contents of this element can be obtained without scanning any other element in array AUTO.

Remark: A collection \( A \) of data elements is said to be indexed if any element of \( A \), which we shall call \( A_k \), can be located and processed in a time that is independent of \( K \). The above discussion indicates that linear arrays can be indexed. This is very important property of linear arrays. In fact, linked lists, which are covered in the next chapter, do not have this property.
4.4 TRAVERSING LINEAR ARRAYS

Let A be a collection of data elements stored in the memory of the computer. Suppose we want to print the contents of each element of A or suppose we want to count the number of elements of A with a given property. This can be accomplished by traversing A, that is, by accessing and processing (frequently called visiting) each element of A exactly once.

The following algorithm traverses a linear array LA. The simplicity of the algorithm comes from the fact that LA is a linear structure. Other linear structures, such as linked lists, can also be easily traversed. On the other hand, the traversal of nonlinear structures, such as trees and graphs, is considerably more complicated.

Algorithm 4.1: (Traversing a Linear Array) Here LA is a linear array with lower bound LB and upper bound UB. This algorithm traverses LA applying an operation PROCESS to each element of LA.

1. [Initialize counter.] Set K := LB.
2. Repeat Steps 3 and 4 while K ≤ UB.
3. [Visit element.] Apply PROCESS to LA[K].
4. [Increase counter.] Set K := K + 1.
5. [End of Step 2 loop.]

We also state an alternative form of the algorithm which uses a repeat-for loop instead of the repeat-while loop.

Algorithm 4.1': (Traversing a Linear Array) This algorithm traverses a linear array LA with lower bound LB and upper bound UB.

1. Repeat for K = LB to UB:
   Apply PROCESS to LA[K].
   [End of loop.]
2. Exit.

Caution: The operation PROCESS in the traversal algorithm may use certain variables which must be initialized before PROCESS is applied to any of the elements in the array. Accordingly, the algorithm may need to be preceded by such an initialization step.

Example 4.4

Consider the array AUTO in Example 4.1(b), which records the number of automobiles sold each year from 1932 through 1984. Each of the following modules, which carry out the given operation, involves traversing AUTO.

(a) Find the number NUM of years during which more than 300 automobiles were sold.

1. [Initialization step.] Set NUM := 0.


2. Repeat for K = 1932 to 1984:
   If AUTO[K] > 300, then: Set NUM := NUM + 1.
   [End of loop.]
3. Return.

(b) Print each year and the number of automobiles sold in that year.
1. Repeat for K = 1932 to 1984:
   Write: K, AUTO[K].
   [End of loop.]
2. Return.

(Observe that (a) requires an initialization step for the variable NUM before traversing
the array AUTO.)

4.5 INSERTING AND DELETING

Let A be a collection of data elements in the memory of the computer. "Inserting" refers to the
operation of adding another element to the collection A, and "deleting" refers to the operation of
removing one of the elements from A. This section discusses inserting and deleting when A is a
linear array.

Inserting an element at the "end" of a linear array can be easily done provided the memory
space allocated for the array is large enough to accommodate the additional element. On the other
hand, suppose we need to insert an element in the middle of the array. Then, on the average, half
of the elements must be moved downward to new locations to accommodate the new element and
keep the order of the other elements.

Similarly, deleting an element at the "end" of an array presents no difficulties, but deleting an
element somewhere in the middle of the array would require that each subsequent element be
moved one location upward in order to "fill up" the array.

Remark: Since linear arrays are usually pictured extending downward, as in Fig. 4.1, the term
"downward" refers to locations with larger subscripts, and the term "upward" refers to locations
with smaller subscripts.

Example 4.5

Suppose TEST has been declared to be a 5-element array but data have been recorded
only for TEST[1], TEST[2] and TEST[3]. If X is the value of the next test, then one
simply assigns

\[
\text{TEST}[4] := X
\]

to add X to the list. Similarly, if Y is the value of the subsequent test, then we
simply assign

\[
\text{TEST}[5] := Y
\]

to add Y to the list. Now, however, we cannot add any new test scores to the list.
Example 4.6

Suppose NAME is an 8-element linear array, and suppose five names are in the array, as in Fig. 4.4(a). Observe that the names are listed alphabetically, and suppose we want to keep the array names alphabetical at all times. Suppose Ford is added to the array. Then Johnson, Smith and Wagner must each be moved downward one location, as in Fig. 4.4(b). Next suppose Taylor is added to the array; then Wagner must be moved, as in Fig. 4.4(c). Last, suppose Davis is removed from the array. Then the five names Ford, Johnson, Smith, Taylor and Wagner must each be moved upward one location, as in Fig. 4.4(d). Clearly such movement of data would be very expensive if thousands of names were in the array.

<table>
<thead>
<tr>
<th>NAME</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davis</td>
<td>Davis</td>
<td>Davis</td>
<td>Davis</td>
<td>Davis</td>
<td>Davis</td>
<td>Davis</td>
<td>Davis</td>
<td>Davis</td>
</tr>
<tr>
<td>Johnson</td>
<td>Johnson</td>
<td>Johnson</td>
<td>Johnson</td>
<td>Johnson</td>
<td>Johnson</td>
<td>Johnson</td>
<td>Johnson</td>
<td>Johnson</td>
</tr>
<tr>
<td>Smith</td>
<td>Smith</td>
<td>Smith</td>
<td>Smith</td>
<td>Smith</td>
<td>Smith</td>
<td>Smith</td>
<td>Smith</td>
<td>Smith</td>
</tr>
<tr>
<td>Wagner</td>
<td>Wagner</td>
<td>Wagner</td>
<td>Wagner</td>
<td>Wagner</td>
<td>Wagner</td>
<td>Wagner</td>
<td>Wagner</td>
<td>Wagner</td>
</tr>
</tbody>
</table>

(a)        (b)        (c)        (d)

Fig. 4.4

The following algorithm inserts a data element ITEM into the Kth position in a linear array LA with N elements. The first four steps create space in LA by moving downward one location each element from the Kth position on. We emphasize that these elements are moved in reverse order—i.e., first LA[N], then LA[N - 1], ..., and last LA[K]; otherwise data might be erased. (See Solved Problem 4.3.) In more detail, we first set J := N and then, using J as a counter, decrease J each time the loop is executed until J reaches K. The next step, Step 5, inserts ITEM into the array in the space just created. Before the exit from the algorithm, the number N of elements in LA is increased by 1 to account for the new element.

Algorithm 4.2: (Inserting into a Linear Array) INSERT (LA, N, K, ITEM)
Here LA is a linear array with N elements and K is a positive integer such that K ≤ N. This algorithm inserts an element ITEM into the Kth position in LA.

1. [Initialize counter.] Set J := N.
2. Repeat Steps 3 and 4 while J ≥ K.
4. [Decrease counter.] Set \( J := J - 1 \).
   [End of Step 2 loop.]
5. [Insert element.] Set \( LA[K] := ITEM \).
6. [Reset \( N \).] Set \( N := N + 1 \).
7. Exit.

The following algorithm deletes the \( K \)th element from a linear array \( LA \) and assigns it to a variable \( ITEM \).

Algorithm 4.3: (Deleting from a Linear Array) DELETE(LA, N, K, ITEM)
Here \( LA \) is a linear array with \( N \) elements and \( K \) is a positive integer such that \( K \leq N \). This algorithm deletes the \( K \)th element from \( LA \).

1. Set \( ITEM := LA[K] \).
2. Repeat for \( J = K \) to \( N - 1 \):
   [Move \( J + 1 \)st element upward.] Set \( LA[J] := LA[J + 1] \).
   [End of loop.]
3. [Reset the number \( N \) of elements in \( LA \).] Set \( N := N - 1 \).
4. Exit.

Remark: We emphasize that if many deletions and insertions are to be made in a collection of data elements, then a linear array may not be the most efficient way of storing the data.

### 4.6 SORTING: BUBBLE SORT

Let \( A \) be a list of \( n \) numbers. Sorting \( A \) refers to the operation of rearranging the elements of \( A \) so they are in increasing order, i.e., so that,

\[
\]

For example, suppose \( A \) originally is the list

\[
8, 4, 19, 2, 7, 13, 5, 16
\]

After sorting, \( A \) is the list

\[
2, 4, 5, 7, 8, 13, 16, 19
\]

Sorting may seem to be a trivial task. Actually, sorting efficiently may be quite complicated. In fact, there are many, many different sorting algorithms; some of these algorithms are discussed in Chapter 9. Here we present and discuss a very simple sorting algorithm known as the bubble sort.

Remark: The above definition of sorting refers to arranging numerical data in increasing order; this restriction is only for notational convenience. Clearly, sorting may also mean arranging numerical data in decreasing order or arranging non-numerical data in alphabetical order. Actually, \( A \) is frequently a file of records, and sorting \( A \) refers to rearranging the records of \( A \) so that the values of a given key are ordered.

**Bubble Sort**

Suppose the list of numbers \( A[1], A[2], \ldots, A[N] \) is in memory. The bubble sort algorithm works as follows:

Observe that Step 1 involves \( n - 1 \) comparisons. (During Step 1, the largest element is "bubbled up" to the \( n \)th position or "sinks" to the \( n \)th position.) When Step 1 is completed, \( A[N] \) will contain the largest element.

Step 2. Repeat Step 1 with one less comparison; that is, now we stop after we compare and possibly rearrange \( A[N-2] \) and \( A[N-1] \). (Step 2 involves \( N - 2 \) comparisons and, when Step 2 is completed, the second largest element will occupy \( A[N-1] \).)

Step 3. Repeat Step 1 with two fewer comparisons; that is, we stop after we compare and possibly rearrange \( A[N-3] \) and \( A[N-2] \).


After \( n - 1 \) steps, the list will be sorted in increasing order.

The process of sequentially traversing through all or part of a list is frequently called a "pass," so each of the above steps is called a pass. Accordingly, the bubble sort algorithm requires \( n - 1 \) passes, where \( n \) is the number of input items.

**Example 4.7**

Suppose the following numbers are stored in an array \( A \):

\[
32, 51, 27, 85, 66, 23, 13, 57
\]

We apply the bubble sort to the array \( A \). We discuss each pass separately.

**Pass 1.** We have the following comparisons:

(a) Compare \( A_1 \) and \( A_2 \). Since \( 32 < 51 \), the list is not altered.

(b) Compare \( A_2 \) and \( A_3 \). Since \( 51 > 27 \), interchange 51 and 27 as follows:

\[
32, 27, 51, 85, 66, 23, 13, 57
\]

(c) Compare \( A_3 \) and \( A_4 \). Since \( 51 < 85 \), the list is not altered.

(d) Compare \( A_4 \) and \( A_5 \). Since \( 85 > 66 \), interchange 85 and 66 as follows:

\[
32, 27, 51, 66, 85, 23, 13, 57
\]

(e) Compare \( A_5 \) and \( A_6 \). Since \( 85 > 23 \), interchange 85 and 23 as follows:

\[
32, 27, 51, 66, 23, 85, 13, 57
\]

(f) Compare \( A_6 \) and \( A_7 \). Since \( 85 > 13 \), interchange 85 and 13 to yield:

\[
32, 27, 51, 66, 23, 13, 85, 57
\]

(g) Compare \( A_7 \) and \( A_8 \). Since \( 85 > 57 \), interchange 85 and 51 to yield:

\[
32, 27, 51, 66, 23, 13, 57, 85
\]
At the end of this first pass, the largest number, 85, has moved to the last position. However, the rest of the numbers are not sorted, even though some of them have changed their positions.

For the remainder of the passes, we show only the interchanges.

Pass 2. \[27, \underline{33}, 51, 66, 23, 13, 57, 85\]
\[27, 33, 51, 23, \underline{66}, 13, 57, 85\]
\[27, 33, 51, 23, \underline{13, 66}, 57, 85\]
\[27, 33, 51, 23, 13, \underline{57, 66}, 85\]
At the end of Pass 2, the second largest number, 66, has moved its way down to the next-to-last position.

Pass 3. \[27, 33, \underline{23}, 51, 13, 57, 66, 85\]
\[27, 33, 23, 13, \underline{51, 57, 66, 85}\]

Pass 4. \[27, \underline{23}, 33, 13, 51, 57, 66, 85\]
\[27, 23, 13, \underline{33, 51, 57, 66, 85}\]

Pass 5. \[23, \underline{27}, 13, 33, 51, 57, 66, 85\]
\[23, 13, \underline{27}, 33, 51, 57, 66, 85\]

Pass 6. \[13, \underline{23}, 27, 33, 51, 57, 66, 85\]
Pass 6 actually has two comparisons, \(A_1\) with \(A_2\) and \(A_2\) and \(A_3\). The second comparison does not involve an interchange.

Pass 7. Finally, \(A_1\) is compared with \(A_2\). Since 13 < 23, no interchange takes place.

Since the list has 8 elements; it is sorted after the seventh pass. (Observe that in this example, the list was actually sorted after the sixth pass. This condition is discussed at the end of the section.)

We now formally state the bubble sort algorithm.

**Algorithm 4.4:** (Bubble Sort) BUBBLE(DATA, N)
Here DATA is an array with N elements. This algorithm sorts the elements in DATA.

1. Repeat Steps 2 and 3 for \(K = 1\) to \(N - 1\).
2. Set PTR := 1. [Initializes pass pointer PTR.]
3. Repeat while PTR \(\leq N - K\): [Executes pass.]
   (a) If DATA[PTR] > DATA[PTR + 1], then:
       Interchange DATA[PTR] and DATA[PTR + 1].
   [End of If structure.]
   (b) Set PTR := PTR + 1.
   [End of inner loop.]
[End of Step 1 outer loop.]
4. Exit.
Observe that there is an inner loop which is controlled by the variable PTR, and the loop is contained in an outer loop which is controlled by an index K. Also observe that PTR is used as a subscript but K is not used as a subscript, but rather as a counter.

Complexity of the Bubble Sort Algorithm

Traditionally, the time for a sorting algorithm is measured in terms of the number of comparisons. The number \( f(n) \) of comparisons in the bubble sort is easily computed. Specifically, there are \( n - 1 \) comparisons during the first pass, which places the largest element in the last position; there are \( n - 2 \) comparisons in the second step, which places the second largest element in the next-to-last position; and so on. Thus

\[
f(n) = (n - 1) + (n - 2) + \ldots + 2 + 1 = \frac{n(n - 1)}{2} = \frac{n^2}{2} + O(n) = O(n^2)
\]

In other words, the time required to execute the bubble sort algorithm is proportional to \( n^2 \), where \( n \) is the number of input items.

Remark: Some programmers use a bubble sort algorithm that contains a 1-bit variable FLAG (or a logical variable FLAG) to signal when no interchange takes place during a pass. If FLAG = 0 after any pass, then the list is already sorted and there is no need to continue. This may cut down on the number of passes. However, when using such a flag, one must initialize, change and test the variable FLAG during each pass. Hence the use of the flag is efficient only when the list originally is “almost” in sorted order.

4.7 SEARCHING; LINEAR SEARCH

Let DATA be a collection of data elements in memory, and suppose a specific ITEM of information is given. Searching refers to the operation of finding the location LOC of ITEM in DATA, or printing some message that ITEM does not appear there. The search is said to be successful if ITEM does appear in DATA and unsuccessful otherwise.

Frequently, one may want to add the element ITEM to DATA after an unsuccessful search for ITEM in DATA. One then uses a search and insertion algorithm, rather than simply a search algorithm; such search and insertion algorithms are discussed in the problem sections.

There are many different searching algorithms. The algorithm that one chooses generally depends on the way the information in DATA is organized. Searching is discussed in detail in Chapter 9. This section discusses a simple algorithm called linear search, and the next section discusses the well-known algorithm called binary search.

The complexity of searching algorithms is measured in terms of the number \( f(n) \) of comparisons required to find ITEM in DATA where DATA contains \( n \) elements. We shall show that linear search is a linear time algorithm, but that binary search is a much more efficient algorithm, proportional in time to \( \log_2 n \). On the other hand, we also discuss the drawback of relying only on the binary search algorithm.
Linear Search

Suppose DATA is a linear array with \( n \) elements. Given no other information about DATA, the most intuitive way to search for a given ITEM in DATA is to compare ITEM with each element of DATA one by one. That is, first we test whether DATA[1] = ITEM, and then we test whether DATA[2] = ITEM, and so on. This method, which traverses DATA sequentially to locate ITEM, is called linear search or sequential search.

To simplify the matter, we first assign ITEM to DATA[N + 1], the position following the last element of DATA. Then the outcome

\[
\text{LOC} = N + 1
\]

where LOC denotes the location where ITEM first occurs in DATA, signifies the search is unsuccessful. The purpose of this initial assignment is to avoid repeatedly testing whether or not we have reached the end of the array DATA. This way, the search must eventually "succeed."

A formal presentation of linear search is shown in Algorithm 4.5.

Observe that Step 1 guarantees that the loop in Step 3 must terminate. Without Step 1 (see Algorithm 2.4), the Repeat statement in Step 3 must be replaced by the following statement, which involves two comparisons, not one:

Repeat while LOC \leq N and DATA[LOC] \neq ITEM:

On the other hand, in order to use Step 1, one must guarantee that there is an unused memory location

**Algorithm 4.5:** (Linear Search) LINEAR(DATA, N, ITEM, LOC)

Here DATA is a linear array with \( N \) elements, and ITEM is a given item of information. This algorithm finds the location LOC of ITEM in DATA, or sets LOC := 0 if the search is unsuccessful.

1. [Insert ITEM at the end of DATA.] Set DATA[N + 1] := ITEM.
2. [Initialize counter.] Set LOC := 1.
3. [Search for ITEM.]
   Repeat while DATA[LOC] \neq ITEM:
   - Set LOC := LOC + 1.
   [End of loop.]
4. [Successful?] If LOC = N + 1, then: Set LOC := 0.
5. Exit.

at the end of the array DATA; otherwise, one must use the linear search algorithm discussed in Algorithm 2.4.

**Example 4.8**

Consider the array NAME in Fig. 4.5(a), where \( n = 6 \).

(a) Suppose we want to know whether Paula appears in the array and, if so, where. Our algorithm temporarily places Paula at the end of the array, as pictured in
Fig. 4.5(b), by setting $\text{NAME}[7] = \text{Paula}$. Then the algorithm searches the array from top to bottom. Since Paula first appears in $\text{NAME}[N + 1]$, Paula is not in the original array.

(b) Suppose we want to know whether Susan appears in the array and, if so, where. Our algorithm temporarily places Susan at the end of the array, as pictured in Fig. 4.5(c), by setting $\text{NAME}[7] = \text{Susan}$. Then the algorithm searches the array from top to bottom. Since Susan first appears in $\text{NAME}[4]$ (where $4 \leq n$), we know that Susan is in the original array.

![Fig. 4.5](image)

**Complexity of the Linear Search Algorithm**

As noted above, the complexity of our search algorithm is measured by the number $f(n)$ of comparisons required to find ITEM in DATA where DATA contains $n$ elements. Two important cases to consider are the average case and the worst case.

Clearly, the worst case occurs when one must search through the entire array DATA, i.e., when ITEM does not appear in DATA. In this case, the algorithm requires

$$f(n) = n + 1$$

comparisons. Thus, in the worst case, the running time is proportional to $n$.

The running time of the average case uses the probabilistic notion of expectation. (See Sec. 2.5.) Suppose $p_k$ is the probability that ITEM appears in DATA[K], and suppose $q$ is the probability that ITEM does not appear in DATA. (Then $p_1 + p_2 + \ldots + p_n + q = 1$.) Since the algorithm uses $k$ comparisons when ITEM appears in DATA[K], the average number of comparisons is given by

$$f(n) = 1 \cdot p_1 + 2 \cdot p_2 + \ldots + n \cdot p_n + (n + 1) \cdot q$$

In particular, suppose $q$ is very small and ITEM appears with equal probability in each element of DATA. Then $q = 0$ and each $p_i = 1/n$. Accordingly,
\[ f(n) = \frac{1}{n} + 2 \cdot \frac{1}{n} + \ldots + n \cdot \frac{1}{n} + (n+1) \cdot \frac{1}{n} = (1 + 2 + \ldots + n) \cdot \frac{1}{n} \]

\[ = \frac{n(n+1)}{2} \cdot \frac{1}{n} = \frac{n+1}{2} \]

That is, in this special case, the average number of comparisons required to find the location of ITEM is approximately equal to half the number of elements in the array.

4.8 BINARY SEARCH

Suppose DATA is an array which is sorted in increasing numerical order or, equivalently, alphabetically. Then there is an extremely efficient searching algorithm, called binary search, which can be used to find the location LOC of a given ITEM of information in DATA. Before formally discussing the algorithm, we indicate the general idea of this algorithm by means of an idealized version of a familiar everyday example.

Suppose one wants to find the location of some name in a telephone directory (or some word in a dictionary). Obviously, one does not perform a linear search. Rather, one opens the directory in the middle to determine which half contains the name being sought. Then one opens that half in the middle to determine which quarter of the directory contains the name. Then one opens that quarter in the middle to determine which eighth of the directory contains the name. And so on. Eventually, one finds the location of the name, since one is reducing (very quickly) the number of possible locations for it in the directory.

The binary search algorithm applied to our array DATA works as follows. During each stage of our algorithm, our search for ITEM is reduced to a segment of elements of DATA:

\[
\text{DATA[BEG]}, \text{DATA[BEG} + 1], \text{DATA[BEG} + 2], \ldots, \text{DATA[END]}\]

Note that the variables BEG and END denote, respectively, the beginning and end locations of the segment under consideration. The algorithm compares ITEM with the middle element DATA[MID] of the segment, where MID is obtained by

\[
\text{MID} = \text{INT}((\text{BEG} + \text{END})/2)
\]

(We use INT(A) for the integer value of A.) If DATA[MID] = ITEM, then the search is successful and we set LOC := MID. Otherwise a new segment of DATA is obtained as follows:

(a) If ITEM < DATA[MID], then ITEM can appear only in the left half of the segment:

\[
\text{DATA[BEG]}, \text{DATA[BEG} + 1], \ldots, \text{DATA[MID} - 1]
\]

So we reset END := MID – 1 and begin searching again.

(b) If ITEM > DATA[MID], then ITEM can appear only in the right half of the segment:

\[
\text{DATA[MID} + 1], \text{DATA[MID} + 2], \ldots, \text{DATA[END]}
\]

So we reset BEG := MID + 1 and begin searching again.

Initially, we begin with the entire array DATA; i.e., we begin with BEG = 1 and END = n, or, more generally, with BEG = LB and END = UB.
If ITEM is not in DATA, then eventually we obtain

\[ \text{END} < \text{BEG} \]

This condition signals that the search is unsuccessful, and in such a case we assign LOC := NULL. Here NULL is a value that lies outside the set of indices of DATA. (In most cases, we can choose NULL = 0.)

We state the binary search algorithm formally.

**Algorithm 4.6:** (Binary Search) BINARY(DATA, LB, UB, ITEM, LOC)

Here DATA is a sorted array with lower bound LB and upper bound UB, and ITEM is a given item of information. The variables BEG, END and MID denote, respectively, the beginning, end and middle locations of a segment of elements of DATA. This algorithm finds the location LOC of ITEM in DATA or sets LOC = NULL.

1. [Initialize segment variables.]
   
   Set BEG := LB, END := UB and MID = INT((BEG + END)/2).

2. Repeat Steps 3 and 4 while BEG ≤ END and DATA[MID] ≠ ITEM.

3. If ITEM < DATA[MID], then:
   
   Set END := MID – 1.
   
   Else:
   
   Set BEG := MID + 1.
   
   [End of If structure.]

4. Set MID := INT((BEG + END)/2).
   
   [End of Step 2 loop.]

5. If DATA[MID] = ITEM, then:
   
   Set LOC := MID.
   
   Else:
   
   Set LOC := NULL.
   
   [End of If structure.]


*Remark:* Whenever ITEM does not appear in DATA, the algorithm eventually arrives at the stage that BEG = END = MID. Then the next step yields END < BEG, and control transfers to Step 5 of the algorithm. This occurs in part (b) of the next example.

**Example 4.9**

Let DATA be the following sorted 13-element array:

DATA: 11, 22, 30, 33, 40, 44, 55, 60, 66, 77, 80, 88, 99

We apply the binary search to DATA for different values of ITEM.

(a) Suppose ITEM = 40. The search for ITEM in the array DATA is pictured in Fig. 4.6, where the values of DATA[BEG] and DATA[END] in each stage of the
algorithm are indicated by circles and the value of DATA[MID] by a square. Specifically, BEG, END and MID will have the following successive values:

1. Initially, BEG = 1 and END = 13. Hence
   \[ \text{MID} = \text{INT}[(1 + 13)/2] = 7 \quad \text{and so} \quad \text{DATA[MID]} = 55 \]
2. Since \(40 < 55\), END has its value changed by \(\text{END} = \text{MID} - 1 = 6\). Hence
   \[ \text{MID} = \text{INT}[(1 + 6)/2] = 3 \quad \text{and so} \quad \text{DATA[MID]} = 30 \]
3. Since \(40 > 30\), BEG has its value changed by \(\text{BEG} = \text{MID} + 1 = 4\). Hence
   \[ \text{MID} = \text{INT}[(4 + 6)/2] = 5 \quad \text{and so} \quad \text{DATA[MID]} = 40 \]

We have found ITEM in location LOC = MID = 5.

(1) 11, 22, 30, 33, 40, 44, 55, 60, 66, 77, 80, 88, 99
(2) 11, 22, 30, 33, 40, 44, 55, 60, 66, 77, 80, 88, 99
(3) 11, 22, 30, 33, 40, 44, 55, 60, 66, 77, 80, 88, 99 [Successful]  

Fig. 4.6 Binary Search for ITEM = 40  

(b) Suppose ITEM = 85. The binary search for ITEM is pictured in Fig. 4.7. Here BEG, END and MID will have the following successive values:

1. Again initially, BEG = 1, END = 13, MID = 7 and DATA[MID] = 55.
2. Since \(85 > 55\), BEG has its value changed by \(\text{BEG} = \text{MID} + 1 = 8\). Hence
   \[ \text{MID} = \text{INT}[(8 + 13)/2] = 10 \quad \text{and so} \quad \text{DATA[MID]} = 77 \]
3. Since \(85 > 77\), BEG has its value changed by \(\text{BEG} = \text{MID} + 1 = 11\). Hence
   \[ \text{MID} = \text{INT}[(11 + 13)/2] = 12 \quad \text{and so} \quad \text{DATA[MID]} = 88 \]
4. Since \(85 < 88\), END has its value changed by \(\text{END} = \text{MID} - 1 = 11\). Hence
   \[ \text{MID} = \text{INT}[(11 + 11)/2] = 11 \quad \text{and so} \quad \text{DATA[MID]} = 80 \]

(Observe that now BEG = END = MID = 11.)
Since \(85 > 80\), BEG has its value changed by \(\text{BEG} = \text{MID} + 1 = 12\). But now BEG > END. Hence ITEM does not belong to DATA.

(1) 11, 22, 30, 33, 40, 44, 55, 60, 66, 77, 80, 88, 99
(2) 11, 22, 30, 33, 44, 45, 55, 60, 66, 77, 80, 88, 99
(3) 11, 22, 30, 33, 40, 44, 55, 60, 66, 77, 80, 88, 99
(4) 11, 22, 30, 33, 40, 44, 55, 60, 66, 77, 80, 88, 99 [Unsuccessful]  

Fig. 4.7 Binary Search for ITEM = 85
### Complexity of the Binary Search Algorithm

The complexity is measured by the number $f(n)$ of comparisons to locate ITEM in DATA where DATA contains $n$ elements. Observe that each comparison reduces the sample size in half. Hence, we require at most $f(n)$ comparisons to locate ITEM where

$$2^{f(n)} > n \quad \text{or equivalently} \quad f(n) = \lceil \log_2 n \rceil + 1$$

That is, the running time for the worst case is approximately equal to $\log_2 n$. One can also show that the running time for the average case is approximately equal to the running time for the worst case.

#### Example 4.10

Suppose DATA contains 1,000,000 elements. Observe that

$$2^{10} = 1024 > 1000 \quad \text{and hence} \quad 2^{20} > 1000^2 = 1,000,000$$

Accordingly, using the binary search algorithm, one requires only about 20 comparisons to find the location of an item in a data array with 1,000,000 elements.

### Limitations of the Binary Search Algorithm

Since the binary search algorithm is very efficient (e.g., it requires only about 20 comparisons with an initial list of 1,000,000 elements), why would one want to use any other search algorithm? Observe that the algorithm requires two conditions: (1) the list must be sorted and (2) one must have direct access to the middle element in any sublist. This means that one must essentially use a sorted array to hold the data. But keeping data in a sorted array is normally very expensive when there are many insertions and deletions. Accordingly, in such situations, one may use a different data structure, such as a linked list or a binary search tree, to store the data.

### 4.9 MULTIDIMENSIONAL ARRAYS

The linear arrays discussed so far are also called one-dimensional arrays, since each element in the array is referenced by a single subscript. Most programming languages allow two-dimensional and three-dimensional arrays, i.e., arrays where elements are referenced, respectively, by two and three subscripts. In fact, some programming languages allow the number of dimensions for an array to be as high as 7. This section discusses these multidimensional arrays.

#### Two-Dimensional Arrays

A two-dimensional $m \times n$ array $A$ is a collection of $m \cdot n$ data elements such that each element is specified by a pair of integers (such as $J, K$), called *subscripts*, with the property that

$$1 \leq J \leq m \quad \text{and} \quad 1 \leq K \leq n$$
The element of \( A \) with first subscript \( j \) and second subscript \( k \) will be denoted by

\[ A_{j,k} \quad \text{or} \quad A[J, K] \]

Two-dimensional arrays are called matrices in mathematics and tables in business applications; hence two-dimensional arrays are sometimes called matrix arrays.

There is a standard way of drawing a two-dimensional \( m \times n \) array \( A \) where the elements of \( A \) form a rectangular array with \( m \) rows and \( n \) columns and where the element \( A[j, k] \) appears in row \( j \) and column \( k \). (A row is a horizontal list of elements, and a column is a vertical list of elements.) Figure 4.8 shows the case where \( A \) has 3 rows and 4 columns. We emphasize that each row contains those elements with the same first subscript, and each column contains those elements with the same second subscript.

![Two-Dimensional 3 x 4 Array A](image)

**Example 4.11**

Suppose each student in a class of 25 students is given 4 tests. Assuming the students are numbered from 1 to 25, the test scores can be assigned to a \( 25 \times 4 \) matrix array \( SCORE \) as pictured in Fig. 4.9. Thus \( SCORE[k, l] \) contains the \( k \)th student's score on the \( l \)th test. In particular, the second row of the array,

\[ SCORE[2, 1], \quad SCORE[2, 2], \quad SCORE[2, 3], \quad SCORE[2, 4] \]

contains the four test scores of the second student.

![Array SCORE](image)

Suppose \( A \) is a two-dimensional \( m \times n \) array. The first dimension of \( A \) contains the index set 1, \( \ldots, m \), with lower bound 1 and upper bound \( m \); and the second dimension of \( A \) contains the index set 1, 2, \( \ldots, n \), with lower bound 1 and upper bound \( n \). The length of a dimension is the number of integers in its index set. The pair of lengths \( m \times n \) (read "\( m \) by \( n \)") is called the size of the array.
Some programming languages allow one to define multidimensional arrays in which the lower bounds are not 1. (Such arrays are sometimes called nonregular.) However, the index set for each dimension still consists of the consecutive integers from the lower bound to the upper bound of the dimension. The length of a given dimension (i.e., the number of integers in its index set) can be obtained from the formula

\[ \text{Length} = \text{upper bound} - \text{lower bound} + 1 \]  
(4.3)

(Note that this formula is the same as Eq (4.1), which was used for linear arrays.) Generally speaking, unless otherwise stated, we will always assume that our arrays are regular, that is, that the lower bound of any dimension of an array is equal to 1.

Each programming language has its own rules for declaring multidimensional arrays. (As is the case with linear arrays, all elements in such arrays must be of the same data type.) Suppose, for example, that DATA is a two-dimensional $4 \times 8$ array with elements of the real type. FORTRAN, PL/I, and Pascal would declare such an array as follows:

FORTRAN: \[ \text{REAL DATA(4, 8)} \]
PL/I: \[ \text{DECLARE DATA(4, 8) FLOAT;} \]
Pascal: \[ \text{VAR DATA: ARRAY[1..4, 1..8] OF REAL;} \]

Observe that Pascal includes the lower bounds even though they are 1.

Remark: Programming languages which are able to declare nonregular arrays usually use a colon to separate the lower bound from the upper bound in each dimension, while using a comma to separate the dimensions. For example, in FORTRAN,

\[ \text{INTEGER NUMB(2:5, -3:1)} \]

declares NUMB to be a two-dimensional array of the integer type. Here the index sets of the dimensions consist, respectively, of the integers

\[ 2, 3, 4, 5 \quad \text{and} \quad -3, -2, -1, 0, 1 \]

By Eq. (4.3), the length of the first dimension is equal to \(5 - 2 + 1 = 4\), and the length of the second dimension is equal to \(1 - (-3) + 1 = 5\). Thus NUMB contains \(4 \cdot 5 = 20\) elements.

**Representation of Two-Dimensional Arrays in Memory**

Let \(A\) be a two-dimensional \(m \times n\) array. Although \(A\) is pictured as a rectangular array of elements with \(m\) rows and \(n\) columns, the array will be represented in memory by a block of \(m \cdot n\) sequential memory locations. Specifically, the programming language will store the array \(A\) either (1) column by column, is what is called column-major order, or (2) row by row, in row-major order. Figure 4.10 shows these two ways when \(A\) is a two-dimensional \(3 \times 4\) array. We emphasize that the particular representation used depends upon the programming language, not the user.

Recall that, for a linear array \(LA\), the computer does not keep track of the address \(\text{LOC}(LA[K])\) of every element \(LA[K]\) of LA, but does keep track of \(\text{Base}(LA)\), the address of the first element of LA. The computer uses the formula

\[ \text{LOC}(LA[K]) = \text{Base}(LA) + w(K - 1) \]
to find the address of LA[K] in time independent of K. (Here \( w \) is the number of words per memory cell for the array LA, and \( 1 \) is the lower bound of the index set of LA.)

A similar situation also holds for any two-dimensional \( m \times n \) array \( A \). That is, the computer keeps track of \( \text{Base}(A) \)—the address of the first element \( A[1, 1] \) of \( A \)—and computes the address \( \text{LOC}(A[J, K]) \) of \( A[J, K] \) using the formula

\[
\text{LOC}(A[J, K]) = \text{Base}(A) + w[M(K - 1) + (J - 1)]
\]  \hspace{1cm} (4.4)

or the formula

\[
\text{LOC}(A[J, K]) = \text{Base}(A) + w[N(J - 1) + (K - 1)]
\]  \hspace{1cm} (4.5)

Again, \( w \) denotes the number of words per memory location for the array \( A \). Note that the formulas are linear in \( J \) and \( K \), and that one can find the address \( \text{LOC}(A[J, K]) \) in time independent of \( J \) and \( K \).

**Example 4.12**

Consider the \( 25 \times 4 \) matrix array \( \text{SCORE} \) in Example 4.11. Suppose \( \text{Base}(\text{SCORE}) = 200 \) and there are \( w = 4 \) words per memory cell. Furthermore, suppose the programming language stores two-dimensional arrays using row-major order. Then the address of \( \text{SCORE}[12, 3] \), the third test of the twelfth student, follows:

\[
\text{LOC}(\text{SCORE}[12, 3]) = 200 + 4[4(12 - 1) + (3 - 1)] = 200 + 4[46] = 384
\]

Observe that we have simply used Eq. (4.5).
Multidimensional arrays clearly illustrate the difference between the logical and the physical views of data. Figure 4.8 shows how one logically views a $3 \times 4$ matrix array $A$, that is, as a rectangular array of data where $A[J, K]$ appears in row $J$ and column $K$. On the other hand, the data will be physically stored in memory by a linear collection of memory cells. This situation will occur throughout the text; e.g., certain data may be viewed logically as trees or graphs although physically the data will be stored linearly in memory cells.

**General Multidimensional Arrays**

General multidimensional arrays are defined analogously. More specifically, an $n$-dimensional $m_1 \times m_2 \times \ldots \times m_n$ array $B$ is a collection of $m_1 \cdot m_2 \ldots m_n$ data elements in which each element is specified by a list of $n$ integers—such as $K_1, K_2, \ldots, K_n$—called subscripts, with the property that

$$1 \leq K_1 \leq m_1, \quad 1 \leq K_2 \leq m_2, \quad \ldots, \quad 1 \leq K_n \leq m_n$$

The element of $B$ with subscripts $K_1, K_2, \ldots, K_n$ will be denoted by

$$B_{K_1, K_2, \ldots, K_n} \quad \text{or} \quad B[K_1, K_2, \ldots, K_n]$$

The array will be stored in memory in a sequence of memory locations. Specifically, the programming language will store the array $B$ either in row-major order or in column-major order. By **row-major order**, we mean that the elements are listed so that the subscripts vary like an automobile odometer, i.e., so that the last subscript varies first (most rapidly), the next-to-last subscript varies second (less rapidly), and so on. By **column-major order**, we mean that the elements are listed so that the first subscript varies first (most rapidly), the second subscript second (less rapidly), and so on.

**Example 4.13**

Suppose $B$ is a three-dimensional $2 \times 4 \times 3$ array. Then $B$ contains $2 \cdot 4 \cdot 3 = 24$ elements. These 24 elements of $B$ are usually pictured as in Fig. 4.11; i.e., they appear in three layers, called pages, where each page consists of the $2 \times 4$ rectangular array of elements with the same third subscript. (Thus the three subscripts of an element in a three-dimensional array are called, respectively, the row, column and page of the element.) The two ways of storing $B$ in memory appear in Fig. 4.12. Observe that the arrows in Fig. 4.11 indicate the column-major order of the elements.

The definition of general multidimensional arrays also permits lower bounds other than 1. Let $C$ be such an $n$-dimensional array. As before, the index set for each dimension of $C$ consists of the consecutive integers from the lower bound to the upper bound of the dimension. The length $L_i$ of dimension $i$ of $C$ is the number of elements in the index set, and $L_i$ can be calculated, as before, from

$$L_i = \text{upper bound} - \text{lower bound} + 1 \quad (4.6)$$
For a given subscript \( K_i \), the effective index \( E_i \) of \( L_i \) is the number of indices preceding \( K_i \) in the index set, and \( E_i \) can be calculated from

\[ E_i = K_i - \text{lower bound} \]  \hspace{1cm} (4.7)

Then the address \( \text{LOC}(C[K_1, K_2, ..., K_N]) \) of an arbitrary element of \( C \) can be obtained from the formula

\[ \text{Base}(C) + w[((((... (E_N L_{N-1} + E_{N-1}) L_{N-2}) + ... + E_3) L_2 + E_2) L_1 + E_1] \]  \hspace{1cm} (4.8)

or from the formula

\[ \text{Base}(C) + w[((E_i L_2 + E_2)L_3 + E_3)L_4 + ... + E_N)L_N + E_N] \]  \hspace{1cm} (4.9)

according to whether \( C \) is stored in column-major or row-major order. Once again, \( \text{Base}(C) \) denotes the address of the first element of \( C \), and \( w \) denotes the number of words per memory location.
Example 4.14

Suppose a three-dimensional array MAZE is declared using

\[
\text{MAZE}(2:8, -4:1, 6:10)
\]

Then the lengths of the three dimensions of MAZE are, respectively,

\[
L_1 = 8 - 2 + 1 = 7, \quad L_2 = 1 - (-4) + 1 = 6, \quad L_3 = 10 - 6 + 1 = 5
\]

Accordingly, MAZE contains \(L_1 \cdot L_2 \cdot L_3 = 7 \cdot 6 \cdot 5 = 210\) elements.

Suppose the programming language stores MAZE in memory in row-major order, and suppose \(\text{Base(MAZE)} = 200\) and there are \(w = 4\) words per memory cell. The address of an element of MAZE—for example, \(\text{MAZE}[5, -1, 8]\)—is obtained as follows. The effective indices of the subscripts are, respectively,

\[
E_1 = 5 - 2 = 3, \quad E_2 = -1 - (-4) = 3, \quad E_3 = 8 - 6 = 2
\]

Using Eq. (4.9) for row-major order, we have:

\[
\begin{align*}
E_1L_2 &= 3 \cdot 6 = 18 \\
E_1L_2 + E_2 &= 18 + 3 = 21 \\
(E_1L_2 + E_2)L_3 &= 21 \cdot 5 = 105 \\
(E_1L_2 + E_3)L_3 + E_3 &= 105 + 2 = 107
\end{align*}
\]

Therefore,

\[
\text{LOC(MAZE}[5, -1, 8]) = 200 + 4(107) = 200 + 428 = 628
\]

4.10 POINTERS; POINTER ARRAYS

Let DATA be any array. A variable P is called a pointer if P “points” to an element in DATA, i.e., if P contains the address of an element in DATA. Analogously, an array PTR is called a pointer array if each element of PTR is a pointer. Pointers and pointer arrays are used to facilitate the processing of the information in DATA. This section discusses this useful tool in the context of a specific example.

Consider an organization which divides its membership list into four groups, where each group contains an alphabetized list of those members living in a certain area. Suppose Fig. 4.13 shows

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Group 3</th>
<th>Group 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evans</td>
<td>Conrad</td>
<td>Davis</td>
<td>Baker</td>
</tr>
<tr>
<td>Harris</td>
<td>Felt</td>
<td>Segal</td>
<td>Cooper</td>
</tr>
<tr>
<td>Lewis</td>
<td>Glass</td>
<td></td>
<td>Ford</td>
</tr>
<tr>
<td>Shaw</td>
<td>Hill</td>
<td></td>
<td>Gray</td>
</tr>
<tr>
<td></td>
<td>King</td>
<td></td>
<td>Jones</td>
</tr>
<tr>
<td></td>
<td>Penn</td>
<td></td>
<td>Reed</td>
</tr>
<tr>
<td></td>
<td>Silver</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Troy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wagner</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4.13
such a listing. Observe that there are 21 people and the groups contain 4, 9, 2 and 6 people, respectively.

Suppose the membership list is to be stored in memory keeping track of the different groups. One way to do this is to use a two-dimensional $4 \times n$ array where each row contains a group, or to use a two-dimensional $n \times 4$ array where each column contains a group. Although this data structure does allow us to access each individual group, much space will be wasted when the groups vary greatly in size. Specifically, the data in Fig. 4.13 will require at least a 36-element $4 \times 9$ or $9 \times 4$ array to store the 21 names, which is almost twice the space that is necessary. Figure 4.14 shows the representation of the $4 \times 9$ array; the asterisks denote data elements and the zeros denote unused storage locations. (Arrays whose rows—or columns—begin with different numbers of data elements and end with unused storage locations are said to be jagged.)

![Jagged Array](image)

Fig. 4.14 Jagged Array

Another way the membership list can be stored in memory is pictured in Fig. 4.15(a). That is, the list is placed in a linear array, one group after another. Clearly, this method is space-efficient. Also, the entire list can easily be processed—one can easily print all the names on the list, for example. On the other hand, there is no way to access any particular group; e.g., there is no way to find and print only the names in the third group.

A modified version of the above method is pictured in Fig. 4.15(b). That is, the names are listed in a linear array, group by group, except now some sentinel or marker, such as the three dollar signs used here, will indicate the end of a group. This method uses only a few extra memory cells—one for each group—but now one can access any particular group. For example, a programmer can now find and print those names in the third group by locating those names which appear after the second sentinel and before the third sentinel. The main drawback of this representation is that the list still must be traversed from the beginning in order to recognize the third group. In other words, the different groups are not indexed with this representation.

**Pointer Arrays**

The two space-efficient data structures in Fig. 4.15 can be easily modified so that the individual groups can be indexed. This is accomplished by using a pointer array (here, GROUP) which contains the locations of the different groups or, more specifically, the locations of the first elements in the different groups. Figure 4.16 shows how Fig. 4.15(a) is modified. Observe that GROUP[L] and GROUP[L + 1] – 1 contain, respectively, the first and last elements in group L. (Observe that GROUP[5] points to the sentinel of the list and that GROUP[5] – 1 gives us the location of the last element in Group 4.)
Example 4.15

Suppose one wants to print only the names in the Lth group in Fig. 4.16, where the value of L is part of the input. Since GROUP[L] and GROUP[L + 1] - 1 contain, respectively, the locations of the first and last name in the Lth group, the following module accomplishes our task:

2. Repeat for K = FIRST to LAST:
   Write: MEMBER[K].
   [End of loop.]
3. Return.

The simplicity of the module comes from the fact that the pointer array GROUP indexes the Lth group. The variables FIRST and LAST are used mainly for notational convenience.
A slight variation of the data structure in Fig. 4.16 is pictured in Fig. 4.17, where unused memory cells are indicated by the shading. Observe that now there are some empty cells between the groups. Accordingly, a new element may be inserted in a group without necessarily moving the elements in any other group. Using this data structure, one requires an array NUMB which gives the number of elements in each group. Observe that GROUP[K + 1] − GROUP[K] is the total amount of space available for Group K; hence

\[ \text{FREE}[K] = \text{GROUP}[K + 1] - \text{GROUP}[K] - \text{NUMB}[K] \]

is the number of empty cells following GROUP K. Sometimes it is convenient to explicitly define the extra array FREE.

**Example 4.16**

Suppose, again, one wants to print only the names in the Lth group, where L is part of the input, but now the groups are stored as in Fig. 4.17. Observe that

\[ \text{GROUP}[L] \quad \text{and} \quad \text{GROUP}[L] + \text{NUMB}[L] - 1 \]

contain, respectively, the locations of the first and last names in the Lth group. Thus the following module accomplishes our task:
Fig. 4.17

2. Repeat for K = FIRST to LAST:
   Write: MEMBER[K].
   [End of loop.]
3. Return.

The variables FIRST and LAST are mainly used for notational convenience.
4.11 RECORDS; RECORD STRUCTURES

Collections of data are frequently organized into a hierarchy of field, records and files. Specifically, a record is a collection of related data items, each of which is called a field or attribute, and a file is a collection of similar records. Each data item itself may be a group item composed of subitems; those items which are indecomposable are called elementary items or atoms or scalars. The names given to the various data items are called identifiers.

Although a record is a collection of data items, it differs from a linear array in the following ways:

(a) A record may be a collection of nonhomogeneous data; i.e., the data items in a record may have different data types.
(b) The data items in a record are indexed by attribute names, so there may not be a natural ordering of its elements.

Under the relationship of group item to subitem, the data items in a record form a hierarchical structure which can be described by means of "level" numbers, as illustrated in Examples 4.17 and 4.18.

Example 4.17

Suppose a hospital keeps a record on each newborn baby which contains the following data items: Name, Sex, Birthday, Father, Mother. Suppose further that Birthday is a group item with subitems Month, Day and Year, and Father and Mother are group items, each with subitems Name and Age. Figure 4.18 shows how such a record could appear.

The structure of the above record is usually described as follows. (Note that Name appears three times and Age appears twice in the structure.)

1 Newborn
   2 Name
   2 Sex
   2 Birthday
      3 Month
      3 Day
      3 Year
2 Father
   3 Name
   3 Age

2 Mother
   3 Name
   3 Age

The number to the left of each identifier is called a level number. Observe that each group item is followed by its subitems, and the level of the subitems is 1 more than the level of the group item. Furthermore, an item is a group item if and only if it is immediately followed by an item with a greater level number.

Some of the identifiers in a record structure may also refer to arrays of elements. In fact, suppose the first line of the above structure is replaced by

1 Newborn(20)

This will indicate a file of 20 records, and the usual subscript notation will be used to distinguish between different records in the file. That is, we will write

\[ \text{Newborn}_1, \text{Newborn}_2, \ldots, \text{Newborn}_{20}, \ldots \]

or

\[ \text{Newborn}[1], \text{Newborn}[2], \text{Newborn}[3], \ldots \]

to denote different records in the file.

**Example 4.18**

A class of student records may be organized as follows:

1 Student(20)
   2 Name
      3 Last
      3 First
      3 MI (Middle Initial)
   2 Test(3)
   2 Final
   2 Grade

The identifier Student(20) indicates that there are 20 students. The identifier Test(3) indicates that there are three tests per student. Observe that there are 8 elementary items per Student, since Test is counted 3 times. Altogether, there are 160 elementary items in the entire Student structure.

**Indexing Items in a Record**

Suppose we want to access some data item in a record. In some cases, we cannot simply write the data name of the item since the same name may appear in different places in the record. For
example. Age appears in two places in the record in Example 4.17. Accordingly, in order to specify a particular item, we may have to qualify the name by using appropriate group item names in the structure. This qualification is indicated by using decimal points (periods) to separate group items from subitems.

**Example 4.19**

(a) Consider the record structure Newborn in Example 4.17. Sex and year need no qualification, since each refers to a unique item in the structure. On the other hand, suppose we want to refer to the age of the father. This can be done by writing

```
Newborn.Father.Age or simply Father.Age
```

The first reference is said to be fully qualified. Sometimes one adds qualifying identifiers for clarity.

(b) Suppose the first line in the record structure in Example 4.17 is replaced by

```
1 Newborn(20)
```

That is, Newborn is defined to be a file with 20 records. Then every item automatically becomes a 20-element array. Some languages allow the sex of the sixth newborn to be referenced by writing

```
```

Analogously, the age of the father of the sixth newborn may be referenced by writing

```
```

(c) Consider the record structure Student in Example 4.18. Since Student is declared to be a file with 20 students, all items automatically become 20-element arrays. Furthermore, Test becomes a two-dimensional array. In particular, the second test of the sixth student may be referenced by writing

```
Student.Test[6, 2] or simply Test[6,2]
```

The order of the subscripts corresponds to the order of the qualifying identifiers. For example,

```
Test[3, 1]
```

does not refer to the third test of the first student, but to the first test of the third student.

**Remark:** Texts sometimes use functional notation instead of the dot notation to denote qualifying identifiers. For example, one writes

```
Age(Father(Newborn)) instead of Newborn.Father.Age
```

and

```
FirstName(Student[8]) instead of Student.Name.First[8]
```
Observe that the order of the qualifying identifiers in the functional notation is the reverse of the order in the dot notation.

### 4.12 REPRESENTATION OF RECORDS IN MEMORY; PARALLEL ARRAYS

Since records may contain nonhomogeneous data, the elements of a record cannot be stored in an array. Some programming languages, such as PL/1, Pascal and COBOL, do have record structures built into the language.

#### Example 4.20

Consider the record structure Newborn in Example 4.17. One can store such a record in PL/1 by the following declaration, which defines a data aggregate called a structure:

```plaintext
DECLARE 1 NEWBORN,
  2 NAME CHAR(20),
  2 SEX CHAR(1),
  2 BIRTHDAY,
    3 MONTH FIXED,
    3 DAY FIXED,
    3 YEAR FIXED,
  2 FATHER,
    3 NAME CHAR(20),
    3 AGE FIXED,
  2 MOTHER
    3 NAME CHAR(20),
    3 AGE FIXED;
```

Observe that the variables SEX and YEAR are unique; hence references to them need not be qualified. On the other hand, AGE is not unique. Accordingly, one should use `FATHER.AGE` or `MOTHER.AGE` depending on whether one wants to reference the father’s age or the mother’s age.

Suppose a programming language does not have available the hierarchical structures that are available in PL/1, Pascal and COBOL. Assuming the record contains nonhomogeneous data, the record may have to be stored in individual variables, one for each of its elementary data items. On the other hand, suppose one wants to store an entire file of records. Note that all data elements belonging to the same identifier do have the same type. Such a file may be stored in memory as a collection of parallel arrays; that is, where elements in the different arrays with the same subscript belong to the same record. This is illustrated in the next two examples.
Example 4.21

Suppose a membership list contains the name, age, sex and telephone number of each member. One can store the file in four parallel arrays, NAME, AGE, SEX and PHONE, as pictured in Fig. 4.19; that is, for a given subscript \( K \), the elements NAME[\( K \)], AGE[\( K \)], SEX[\( K \)] and PHONE[\( K \)] belong to the same record.

<table>
<thead>
<tr>
<th>NAME</th>
<th>AGE</th>
<th>SEX</th>
<th>PHONE</th>
</tr>
</thead>
<tbody>
<tr>
<td>John Brown</td>
<td>28</td>
<td>Male</td>
<td>234-5186</td>
</tr>
<tr>
<td>Paul Cohen</td>
<td>33</td>
<td>Male</td>
<td>456-7272</td>
</tr>
<tr>
<td>Mary Davis</td>
<td>24</td>
<td>Female</td>
<td>777-1212</td>
</tr>
<tr>
<td>Linda Evans</td>
<td>27</td>
<td>Female</td>
<td>876-4478</td>
</tr>
<tr>
<td>Mark Green</td>
<td>31</td>
<td>Male</td>
<td>255-7654</td>
</tr>
</tbody>
</table>

Fig. 4.19

Example 4.22

Consider again the Newborn record in Example 4.17. One can store a file of such records in nine linear arrays, such as

NAME, SEX, MONTH, DAY, YEAR, FATHERNAME, FATHERAGE, MOTHERNAME, MOTHERAGE

one array for each elementary data item. Here we must use different variable names for the name and age of the father and mother, which was not necessary in the previous example. Again, we assume that the arrays are parallel, i.e., that for a fixed subscript \( K \), the elements

NAME[\( K \)], SEX[\( K \)], MONTH[\( K \)], ..., MOTHERAGE[\( K \)]

belong to the same record.

Records with Variable Lengths

Suppose an elementary school keeps a record for each student which contains the following data: Name, Telephone Number, Father, Mother, Siblings. Here Father, Mother and Siblings contain, respectively, the names of the student’s father, mother, and brothers or sisters attending the same school. Three such records may be as follows:

Adams, John; 345-6677; Richard; Mary; Jane, William, Donald
Bailey, Susan; 222-1234; Steven; Sheila; XXXX
Clark, Bruce; 567-3344; XXXX; Barbara; David, Lisa
Here XXXX means that the parent has died or is not living with the student, or that the student has no sibling at the school.

The above is an example of a variable-length record, since the data element Siblings can contain zero or more names. One way of storing the file in arrays is pictured in Fig. 4.20, where there are linear arrays NAME, PHONE, FATHER and MOTHER taking care of the first four data items in the records, and arrays NUMB and PTR giving, respectively, the number and location of siblings in an array SIBLING.

<table>
<thead>
<tr>
<th>NAME</th>
<th>PHONE</th>
<th>FATHER</th>
<th>MOTHER</th>
<th>NUMB</th>
<th>PTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams, John</td>
<td>345-6877</td>
<td>Richard</td>
<td>Mary</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Bailey, Susan</td>
<td>222-1234</td>
<td>Steven</td>
<td>Sheila</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Clark, Bruce</td>
<td>567-3344</td>
<td>XXXX</td>
<td>Barbara</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 4.20

### 4.13 MATRICES

"Vectors" and "matrices" are mathematical terms which refer to collections of numbers which are analogous, respectively, to linear and two-dimensional arrays. That is,

(a) An n-element vector \( V \) is a list of \( n \) numbers usually given in the form

\[
V = (V_1, V_2, \ldots, V_n)
\]

(b) An \( m \times n \) matrix \( A \) is an array of \( m \cdot n \) numbers arranged in \( m \) rows and \( n \) columns as follows:

\[
A = \begin{pmatrix}
A_{11} & A_{12} & \cdots & A_{1n} \\
A_{21} & A_{22} & \cdots & A_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m1} & A_{m2} & \cdots & A_{mn}
\end{pmatrix}
\]

In the context of vectors and matrices, the term *scalar* is used for individual numbers.

A matrix with one row (column) may be viewed as a vector and, similarly, a vector may be viewed as a matrix with only one row (column).

A matrix with the same number \( n \) of rows and columns is called a *square matrix* or an *n-square matrix*. The *diagonal* or *main diagonal* of an n-square matrix \( A \) consists of the elements \( A_{11}, A_{22}, \ldots, A_{nn} \).
The next section will review certain algebraic operations associated with vectors and matrices. Then the following section discusses efficient ways of storing certain types of matrices, called sparse matrices.

**Algebra of Matrices**

Suppose $A$ and $B$ are $m \times n$ matrices. The sum of $A$ and $B$, written $A + B$, is the $m \times n$ matrix obtained by adding corresponding elements from $A$ and $B$; and the product of a scalar $k$ and the matrix $A$, written $k \cdot A$, is the $m \times n$ matrix obtained by multiplying each element of $A$ by $k$. (Analogous operations are defined for $n$-element vectors.)

Matrix multiplication is best described by first defining the scalar product of two vectors. Suppose $U$ and $V$ are $n$-element vectors. Then the scalar product of $U$ and $V$, written $U \cdot V$, is the scalar obtained by multiplying the elements of $U$ by the corresponding elements of $V$, and then adding:

$$U \cdot V = U_1V_1 + U_2V_2 + \ldots + U_nV_n = \sum_{k=1}^{n} U_kV_k$$

We emphasize that $U \cdot V$ is a scalar, not a vector.

Now suppose $A$ is an $m \times p$ and suppose $B$ is a $p \times n$ matrix. The product of $A$ and $B$, written $AB$, is the $m \times n$ matrix $C$ whose $ij$th element $C_{ij}$ is given by

$$C_{ij} = A_{i1}B_{1j} + A_{i2}B_{2j} + \ldots + A_{ip}B_{pj} = \sum_{k=1}^{p} A_{ik}B_{kj}$$

That is, $C_{ij}$ is equal to the scalar product of row $i$ of $A$ and column $j$ of $B$.

**Example 4.23**

**(a)** Suppose

$$A = \begin{pmatrix} 1 & -2 & 3 \\ 0 & 4 & 5 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 3 & 0 & -6 \\ 2 & -3 & 1 \end{pmatrix}$$

Then:

$$A + B = \begin{pmatrix} 1+3 & -2+0 & 3+(-6) \\ 0+2 & 4+(-3) & 5+1 \end{pmatrix} = \begin{pmatrix} 4 & -2 & -3 \\ 2 & 1 & 6 \end{pmatrix}$$

$$3A = \begin{pmatrix} 3 \cdot 1 & 3 \cdot (-2) & 3 \cdot 3 \\ 3 \cdot 0 & 3 \cdot 4 & 3 \cdot 5 \end{pmatrix} = \begin{pmatrix} 3 & -6 & 9 \\ 0 & 12 & 15 \end{pmatrix}$$

**(b)** Suppose $U = (1, -3, 4, 5)$, $V = (2, -3, -6, 0)$ and $W = (3, -5, 2, -1)$. Then:

$$U \cdot V = 1 \cdot 2 + (-3) \cdot (-3) + 4 \cdot (-6) + 5 \cdot 0 = 2 + 9 - 24 + 0 = -13$$

$$U \cdot W = 1 \cdot 3 + (-3) \cdot (-5) + 4 \cdot 2 + 5 \cdot (-1) = 3 + 15 + 8 - 5 = 21$$
(c) Suppose
\[
A = \begin{pmatrix} 1 & 3 \\ 2 & 4 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 2 & 0 & -4 \\ 3 & 2 & 6 \end{pmatrix}
\]

The product matrix $AB$ is defined and is a $2 \times 3$ matrix. The elements in the first row of $AB$ are obtained, respectively, by multiplying the first row of $A$ by each of the columns of $B$:
\[
\begin{pmatrix} 1 & 3 \\ 2 & 4 \end{pmatrix} \begin{pmatrix} 2 & 0 & -4 \\ 3 & 2 & 6 \end{pmatrix} = \begin{pmatrix} 1 \cdot 2 + 3 \cdot 3 & 1 \cdot 0 + 3 \cdot 2 & 1 \cdot (-4) + 3 \cdot 6 \\ 2 \cdot 2 + 4 \cdot 3 & 2 \cdot 0 + 4 \cdot 2 & 2 \cdot (-4) + 4 \cdot 6 \end{pmatrix} = \begin{pmatrix} 11 & 6 & 14 \\ 16 & 8 & 16 \end{pmatrix}
\]

Similarly, the elements in the second row of $AB$ are obtained, respectively, by multiplying the second row of $A$ by each of the columns of $B$:
\[
\begin{pmatrix} 1 & 3 \\ 2 & 4 \end{pmatrix} \begin{pmatrix} 2 & 0 & -4 \\ 3 & 2 & 6 \end{pmatrix} = \begin{pmatrix} 11 & 6 & 14 \\ 16 & 8 & 16 \end{pmatrix}
\]

That is, $AB = \begin{pmatrix} 11 & 6 & 14 \\ 16 & 8 & 16 \end{pmatrix}$

The following algorithm finds the product $AB$ of matrices $A$ and $B$, which are stored as two-dimensional arrays. (Algorithms for matrix addition and matrix scalar multiplication, which are very similar to algorithms for vector addition and scalar multiplication, are left as exercises for the reader.)

**Algorithm 4.7:** (Matrix Multiplication) MATMUL(A, B, C, M, P, N)

Let $A$ be an $M \times P$ matrix array, and let $B$ be a $P \times N$ matrix array. This algorithm stores the product of $A$ and $B$ in an $M \times N$ matrix array $C$.

1. Repeat Steps 2 to 4 for $I = 1$ to $M$;
2. Repeat Steps 3 and 4 for $J = 1$ to $N$:
3. Set $C(I, J) := 0$. [Initializes $C(I, J)$.]
4. Repeat for $K = 1$ to $P$:
   \[
   \]
   [End of inner loop.]
   [End of Step 2 middle loop.]
5. Exit.

The complexity of a matrix multiplication algorithm is measured by counting the number $C$ of multiplications. The reason that additions are not counted in such algorithms is that computer addition takes much more time than computer multiplication. The complexity of the above Algorithm 4.7 is equal to

\[
C = m \cdot n \cdot p
\]

This comes from the fact that Step 4, which contains the only multiplication is executed $m \cdot n \cdot p$ times. Extensive research has been done on finding algorithms for matrix multiplication which minimize the number of multiplications. The next example gives an important and surprising result
Example 4.24

Suppose $A$ and $B$ are $2 \times 2$ matrices. We have:

\[
A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad B = \begin{pmatrix} e & f \\ g & h \end{pmatrix} \quad \text{and} \quad AB = \begin{pmatrix} ae + bg & af + bh \\ ce + dg & cf + dh \end{pmatrix}
\]

In Algorithm 4.7, the product matrix $AB$ is obtained using $C = 2 \cdot 2 \cdot 2 = 8$ multiplications. On the other hand, $AB$ can also be obtained from the following, which uses only 7 multiplications:

\[
AB = \begin{pmatrix} (1+4-5+7) & (3+5) \\ (2+4) & (1+3-2+6) \end{pmatrix}
\]

1. $(a + d)(e + h)$
2. $(c + d)e$
3. $a(f - h)$
4. $d(g - e)$
5. $(a + b)h$
6. $(c - a)(e + f)$
7. $(b - d)(g + h)$

Certain versions of the programming language BASIC have matrix operations built into the language. Specifically, the following are valid BASIC statements where $A$ and $B$ are two-dimensional arrays that have appropriate dimensions and $K$ is a scalar:

\[
\text{MAT C = A + B} \\
\text{MAT D = (K)*A} \\
\text{MAT E = A*B}
\]

Each statement begins with the keyword MAT, which indicates that matrix operations will be performed. Thus $C$ will be the matrix sum of $A$ and $B$, $D$ will be the scalar product of the matrix $A$ by the scalar $K$, and $E$ will be the matrix product of $A$ and $B$.

4.14 **SPARSE MATRICES**

Matrices with a relatively high proportion of zero entries are called *sparse matrices*. Two general types of $n$-square sparse matrices, which occur in various applications, are pictured in Fig. 4.21. (It is sometimes customary to omit blocks of zeros in a matrix as in Fig. 4.21.) The first matrix, where all entries above the main diagonal are zero or, equivalently, where nonzero entries can only occur on or below the main diagonal, is called a (lower) *triangular matrix*. The second matrix, where nonzero entries can only occur on the diagonal or on elements immediately above or below the diagonal, is called a *tridiagonal matrix*. 
The natural method of representing matrices in memory as two-dimensional arrays may not be suitable for sparse matrices. That is, one may save space by storing only those entries which may be nonzero. This is illustrated for triangular matrices in the following example. Other cases will be discussed in the solved problems.

Example 4.25

Suppose we want to place in memory the triangular array $A$ in Fig. 4.22. Clearly it would be wasteful to store those entries above the main diagonal of $A$, since we know they are all zero; hence we store only the other entries of $A$ in a linear array $B$ as indicated by the arrows. That is, we let


Observe first that $B$ will contain only

$$1 + 2 + 3 + 4 + \ldots + n = \frac{1}{2} n(n + 1)$$

elements, which is about half as many elements as a two-dimensional $n \times n$ array. Since we will require the value of $a_{JK}$ in our programs, we will want the formula that gives us the integer $L$ in terms of $J$ and $K$ where

$$B[L] = a_{JK}$$

Observe that $L$ represents the number of elements in the list up to and including $a_{JK}$. Now there are

$$1 + 2 + 3 + \ldots + (J - 1) = \frac{(J - 1)J}{2}$$

elements in the rows above $a_{JK}$, and there are $K$ elements in row $J$ up to and including $a_{JK}$. Accordingly,

$$L = \frac{(J - 1)J}{2} + K$$

yields the index that accesses the value $a_{JK}$ from the linear array $B$. 
Linear Arrays

4.1 Consider the linear arrays AAA(5:50), BBB(-5:10) and CCC(18).

(a) Find the number of elements in each array.
(b) Suppose Base(AAA) = 300 and w = 4 words per memory cell for AAA. Find the address of AAA[15], AAA[35] and AAA[55].

(a) The number of elements is equal to the length; hence use the formula

\[
\text{Length} = UB - LB + 1
\]

Accordingly,
\[
\text{Length}(\text{AAA}) = 50 - 5 + 1 = 46
\]
\[
\text{Length}(\text{BBB}) = 10 - (-5) + 1 = 16
\]
\[
\text{Length}(\text{CCC}) = 18 - 1 + 1 = 18
\]

Note that Length(\text{CCC}) = UB, since LB = 1.

(b) Use the formula

\[
\text{LOC}(\text{AAA}[K]) = \text{Base}(\text{AAA}) + w(K - LB)
\]

Hence:
\[
\text{LOC}(\text{AAA}[15]) = 300 + 4(15 - 5) = 340
\]
\[
\text{LOC}(\text{AAA}[35]) = 300 + 4(35 - 5) = 420
\]

AAA[55] is not an element of AAA, since 55 exceeds UB = 50.

4.2 Suppose a company keeps a linear array \text{YEAR}(1920:1970) such that \text{YEAR}[K] contains the number of employees born in year K. Write a module for each of the following tasks:

(a) To print each of the years in which no employee was born.
(b) To find the number NNN of years in which no employee was born.
(c) To find the number $N_50$ of employees who will be at least 50 years old at the end of the year. (Assume 1984 is the current year.)

(d) To find the number $N_L$ of employees who will be at least $L$ years old at the end of the year. (Assume 1984 is the current year.)

Each module traverses the array.

(a) 1. Repeat for $K = 1920$ to 1970:
   
   If $\text{YEAR}[K] = 0$, then: Write: $K$.
   
   [End of loop.]

2. Return.

(b) 1. Set $N_{NNN} := 0$.

2. Repeat for $K = 1920$ to 1970:
   
   If $\text{YEAR}[K] = 0$, then: Set $N_{NNN} := N_{NNN} + 1$.
   
   [End of loop.]

3. Return.

(c) We want the number of employees born in 1934 or earlier.

1. Set $N_{50} := 0$.

2. Repeat for $K = 1920$ to 1934:
   
   Set $N_{50} := N_{50} + \text{YEAR}[K]$.
   
   [End of loop.]

3. Return.

(d) We want the number of employees born in year $1984 - L$ or earlier.

1. Set $N_{L} := 0$ and $L_{LL} := 1984 - L$

2. Repeat for $K = 1920$ to $L_{LL}$:
   
   Set $N_{L} := N_{L} + \text{YEAR}[K]$.
   
   [End of loop.]

3. Return.

4.3 Suppose a 10-element array $A$ contains the values $a_1, a_2, \ldots, a_{10}$. Find the values in $A$ after each loop.

(a) Repeat for $K = 1$ to 9:
   
   
   [End of loop.]

(b) Repeat for $K = 9$ to 1 by $-1$:
   
   
   [End of loop.]

Note that the index $K$ runs from 1 to 9 in part (a) but in reverse order from 9 back to 1 in part (b).

Thus every element of $A$ will have the value $x_i$, the original value of $A[1]$. 

Thus every value in A will move to the next location. At the end of the loop, we still have A[1] = x_1.

Remark: This example illustrates the reason that, in the insertion algorithm, Algorithm 4.4, the elements are moved downward in reverse order, as in loop (b) above.

4.4 Consider the alphabetized linear array NAME in Fig. 4.23.

<table>
<thead>
<tr>
<th></th>
<th>NAME</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Allen</td>
</tr>
<tr>
<td>2</td>
<td>Clark</td>
</tr>
<tr>
<td>3</td>
<td>Dickens</td>
</tr>
<tr>
<td>4</td>
<td>Edwards</td>
</tr>
<tr>
<td>5</td>
<td>Goodman</td>
</tr>
<tr>
<td>6</td>
<td>Hobbs</td>
</tr>
<tr>
<td>7</td>
<td>Irwin</td>
</tr>
<tr>
<td>8</td>
<td>Klein</td>
</tr>
<tr>
<td>9</td>
<td>Lewis</td>
</tr>
<tr>
<td>10</td>
<td>Morgan</td>
</tr>
<tr>
<td>11</td>
<td>Richards</td>
</tr>
<tr>
<td>12</td>
<td>Scott</td>
</tr>
<tr>
<td>13</td>
<td>Tucker</td>
</tr>
<tr>
<td>14</td>
<td>Walton</td>
</tr>
</tbody>
</table>

Fig. 4.23

(a) Find the number of elements that must be moved if Brown, Johnson and Peters are inserted into NAME at three different times.

(b) How many elements are moved if the three names are inserted at the same time?

(c) How does the telephone company handle insertions in a telephone directory?

(a) Inserting Brown requires 13 elements to be moved, inserting Johnson requires 7 elements to be moved and inserting Peters requires 4 elements to be moved. Hence 24 elements are moved.

(b) If the elements are inserted at the same time, then 13 elements need be moved, each only once (with the obvious algorithm).

(c) The telephone company keeps a running list of new numbers and then updates the telephone directory once a year.
Searching, Sorting

4.5 Consider the alphabetized linear array NAME in Fig. 4.23.

(a) Using the linear search algorithm, Algorithm 4.5, how many comparisons \( C \) are used to locate Hobbs, Morgan and Fisher?

(b) Indicate how the algorithm may be changed for such a sorted array to make an unsuccessful search more efficient. How does this affect part (a)?

(a) \( C(\text{Hobbs}) = 6 \), since Hobbs is compared with each name, beginning with Allen, until Hobbs is found in NAME[6].

\( C(\text{Morgan}) = 10 \), since Morgan appears in NAME[10].

\( C(\text{Fisher}) = 15 \), since Fisher is initially placed in NAME[15] and then Fisher is compared with every name until it is found in NAME[15]. Hence the search is unsuccessful.

(b) Observe that NAME is alphabetized. Accordingly, the linear search can stop after a given name XXX is compared with a name YYY such that XXX < YYY (i.e., such that, alphabetically, XXX comes before YYY). With this algorithm, \( C(\text{Fisher}) = 5 \), since the search can stop after Fisher is compared with Goodman in NAME[5].

4.6 Suppose the binary search algorithm, Algorithm 4.6, is applied to the array NAME in Fig. 4.23 to find the location of Goodman. Find the ends BEG and END and the middle MID for the test segment in each step of the algorithm.

Recall that \( \text{MID} = \text{INT}((\text{BEG} + \text{END})/2) \), where INT means integer value.

Step 1. Here \( \text{BEG} = 1 \) [Allen] and \( \text{END} = 14 \) [Walton], so \( \text{MID} = 7 \) [Irwin].

Step 2. Since Goodman < Irwin, reset \( \text{END} = 6 \). Hence \( \text{MID} = 3 \) [Dickens].

Step 3. Since Goodman > Dickens, reset \( \text{BEG} = 4 \). Hence \( \text{MID} = 5 \) [Goodman].

We have found the location LOC = 5 of Goodman in the array. Observe that, there were \( C = 3 \) comparisons.

4.7 Modify the binary search algorithm, Algorithm 4.6, so that it becomes a search and insertion algorithm.

There is no change in the first four steps of the algorithm. The algorithm transfers control before or after DATA[MID] according to whether ITEM < DATA[MID] or ITEM > DATA[MID]. The algorithm follows.

Algorithm P4.7: (Binary Search and Insertion) DATA is a sorted array with \( N \) elements. LOCATION LOC of ITEM in DATA or inserts ITEM in its proper place in DATA.

Steps 1 through 4. Same as in Algorithm 4.6.

5. If ITEM < DATA[MID], then:
   
   Set LOC := MID.

   Else:
   
   Set LOC := MID + 1.

   [End of If structure.]


7. Exit.
4.8 Suppose $A$ is a sorted array with 200 elements, and suppose a given element $x$ appears with the same probability in any place in $A$. Find the worst-case running time $f(n)$ and the average-case running time $g(n)$ to find $x$ in $A$ using the binary search algorithm.

For any value of $k$, let $n_k$ denote the number of those elements in $A$ that will require $k$ comparisons to be located in $A$. Then:

$$
k: \quad 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \\
n_k: \quad 1 \quad 2 \quad 4 \quad 8 \quad 16 \quad 32 \quad 64 \quad 73$$

The 73 comes from the fact that $1 + 2 + 4 + \ldots + 64 = 127$ so there are only $200 - 127 = 73$ elements left. The worst-case running time $f(n) = 8$. The average-case running time $g(n)$ is obtained as follows:

$$g(n) = \frac{1}{n} \sum_{k=1}^{8} k \cdot n_k$$

$$= \frac{1 \cdot 1 + 2 \cdot 2 + 3 \cdot 4 + 4 \cdot 8 + 5 \cdot 16 + 6 \cdot 32 + 7 \cdot 64 + 8 \cdot 73}{200}$$

$$= \frac{1353}{200} = 6.765$$

Observe that, for the binary search, the average-case and worst-case running times are approximately equal.

4.9 Using the bubble sort algorithm, Algorithm 4.4, find the number $C$ of comparisons and the number $D$ of interchanges which alphabetize the $n = 6$ letters in PEOPLE.

The sequences of pairs of letters which are compared in each of the $n-1 = 5$ passes follow: a square indicates that the pair of letters is compared and interchanged, and a circle indicates that the pair of letters is compared but not interchanged.

Pass 1. \[\text{PEOPLE, } \text{PEOPLE, } \text{EOPPLE} \]
\[\text{EOPPLE, } \text{EOPLPE, } \text{EOPLPE} \]

Pass 2. \[\text{EOPLEP, } \text{EOPLEP, } \text{EOPLEP} \]
\[\text{EOLPEP, } \text{EOLEPP} \]

Pass 3. \[\text{EOLEPP, } \text{EOLEPP, } \text{EOLEPP} \]
\[\text{ELEOPP} \]

Pass 4. \[\text{EELOPP, } \text{ELEOPP, } \text{EELOPP} \]

Pass 5. \[\text{EELOPP, } \text{EELOPP} \]

Since $n = 6$, the number of comparisons will be $C = 5 + 4 + 3 + 2 + 1 = 15$. The number $D$ of interchanges depends also on the data, as well as on the number $n$ of elements. In this case $D = 9$. 
4.10 Prove the following identity, which is used in the analysis of various sorting and searching algorithms:

\[ 1 + 2 + 3 + \ldots + n = \frac{n(n+1)}{2} \]

Writing the sum \( S \) forward and backward, we obtain:

\[ S = 1 + 2 + 3 + \ldots + (n-1) + n \]
\[ S = n + (n-1) + (n-2) + \ldots + 2 + 1 \]

We find the sum of the two values of \( S \) by adding pairs as follows:

\[ 2S = (n + 1) + (n + 1) + (n + 1) + \ldots + (n + 1) + (n + 1) \]

There are \( n \) such sums, so \( 2S = n(n+1) \). Dividing by 2 gives us our result.

**Multidimensional Arrays; Matrices**

4.11 Suppose multidimensional arrays \( A \) and \( B \) are declared using

\[ A(-2:2, 2:22) \quad \text{and} \quad B(1:8, -5:5, -10:5) \]

(a) Find the length of each dimension and the number of elements in \( A \) and \( B \).

(b) Consider the element \( B[3, 3, 3] \) in \( B \). Find the effective indices \( E_1, E_2, E_3 \) and the address of the element, assuming \( Base(B) = 400 \) and there are \( w = 4 \) words per memory location.

(a) The length of a dimension is obtained by:

\[ \text{Length} = \text{upper bound} - \text{lower bound} + 1 \]

Hence the lengths \( L_i \) of the dimensions of \( A \) are:

\[ L_1 = 2 - (-2) + 1 = 5 \quad \text{and} \quad L_2 = 22 - 2 + 1 = 21 \]

Accordingly, \( A \) has \( 5 \cdot 21 = 105 \) elements. The lengths \( L_i \) of the dimensions of \( B \) are:

\[ L_1 = 8 - 1 + 1 = 8 \quad L_2 = 5 - (-5) + 1 = 11 \quad L_3 = 5 - (-10) + 1 = 16 \]

Therefore, \( B \) has \( 8 \cdot 11 \cdot 16 = 1408 \) elements.

(b) The effective index \( E_i \) is obtained from \( E_i = k_i - \text{LB} \), where \( k_i \) is the given index and \( \text{LB} \) is the lower bound. Hence

\[ E_1 = 3 - 1 = 2 \quad E_2 = 3 - (-5) = 8 \quad E_3 = 3 - (-10) = 13 \]

The address depends on whether the programming language stores \( B \) in row-major order or column-major order. Assuming \( B \) is stored in column-major order, we use Eq (4.8):

\[ E_3L_2 + E_2 = 143 + 8 = 151 \]
\[ (E_3L_2 + E_2)L_1 = 151 \cdot 8 = 1208 \]

Therefore, \( \text{LOC}(B[3, 3, 3]) = 400 + 4(1210) = 400 + 4840 = 5240 \)
4.12 Let A be an $n \times n$ square matrix array. Write a module which

(a) Finds the number NUM of nonzero elements in A
(b) Finds the SUM of the elements above the diagonal, i.e., elements $A[i, j]$ where $1 < j$
(c) Finds the product PROD of the diagonal elements $(a_{11}, a_{22}, ..., a_{nn})$

(a) 1. Set NUM := 0.
   2. Repeat for $i = 1$ to N:
      3. Repeat for $j = 1$ to N:
         If $A[i, j] \neq 0$, then: Set NUM := NUM + 1.
         [End of inner loop.]
      [End of outer loop.]
   4. Return.

(b) 1. Set SUM := 0.
   2. Repeat for $j = 2$ to N:
      3. Repeat for $i = 1$ to $j - 1$:
      [End of inner Step 3 loop.]
   4. Return.

(c) 1. Set PROD := 1. [This is analogous to setting SUM = 0.]
   2. Repeat for $k = 1$ to N:
      [End of loop.]
   3. Return.

4.13 Consider an $n$-square tridiagonal array A as shown in Fig. 4.24. Note that A has $n$ elements on the diagonal and $n - 1$ elements above and $n - 1$ elements below the diagonal. Hence A contains at most $3n - 2$ nonzero elements. Suppose we want to store A in a linear array B as indicated by the arrows in Fig. 4.24; i.e.,


Find the formula that will give us L in terms of J and K such that


(so that one can access the value of $A[J, K]$ from the array B).
Note that there are \(3(J - 2) + 2\) elements above \(A[J, K]\) and \(K - J + 1\) elements to the left of \(A[J, K]\).

Hence

\[
L = [3(J - 2) + 2] + [K - J + 1] + 1 = 2J + K - 2
\]

4.14 An \(n\)-square matrix array \(A\) is said to be symmetric if \(A[J, K] = A[K, J]\) for all \(J\) and \(K\).

(a) Which of the following matrices are symmetric?

\[
\begin{pmatrix}
2 & -3 & 5 \\
-3 & 2 & 4 \\
5 & 6 & 8
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 3 & -7 \\
3 & 6 & -1 \\
-7 & -1 & 2
\end{pmatrix}
\]

(b) Describe an efficient way of storing a symmetric matrix \(A\) in memory.

(c) Suppose \(A\) and \(B\) are two \(n\)-square symmetric matrices. Describe an efficient way of storing \(A\) and \(B\) in memory.

(a) The first matrix is not symmetric, since \(a_{23} = 4\) but \(a_{32} = 6\). The second matrix is not a square matrix so it cannot be symmetric, by definition. The third matrix is symmetric.

(b) Since \(A[J, K] = A[K, J]\), we need only store those elements of \(A\) which lie on or below the diagonal. This can be done in the same way as that for triangular matrices described in Example 4.25.

(c) First note that, for a symmetric matrix, we need store only either those elements on or below the diagonal or those on or above the diagonal. Therefore, \(A\) and \(B\) can be stored in an \(n \times (n + 1)\) array \(C\) as pictured in Fig. 4.25, where \(C[J, K] = A[J, K]\) when \(J \geq K\) but \(C[J, K] = B[J, K - 1]\) when \(J < K\).

\[
\begin{pmatrix}
a_{11} & b_{11} & b_{12} & b_{13} & \ldots & b_{1,n-1} & b_{1n} \\
a_{21} & a_{22} & b_{22} & b_{23} & \ldots & b_{2,n-1} & b_{2n} \\
a_{31} & a_{32} & a_{33} & b_{33} & \ldots & b_{3,n-1} & b_{3n} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
a_{n1} & a_{n2} & a_{n3} & a_{n4} & \ldots & a_{nn} & b_{mn}
\end{pmatrix}
\]

Fig. 4.25

**Pointer Arrays; Record Structures**

4.15 Three lawyers, Davis, Levine and Nelson, share the same office. Each lawyer has his own clients. Figure 4.26 shows three ways of organizing the data.

(a) Here there is an alphabetized array \(\text{CLIENT}\) and an array \(\text{LAWYER}\) such that \(\text{LAWYER}[K]\) is the lawyer for \(\text{CLIENT}[K]\).
(b) Here there are three separate arrays, DAVIS, LEVINE and NELSON, each array containing the list of the lawyer's clients.

(c) Here there is a LAWYER array, and arrays NUMB and PTR giving, respectively, the number and location of each lawyer's alphabetized list of clients in an array CLIENT.

Which data structure is most useful? Why?

The most useful data structure depends on how the office is organized and how the clients are processed.

Suppose there are only one secretary and one telephone number, and suppose there is a single monthly billing of the clients. Also, suppose clients frequently change from one lawyer to another. Then Fig. 4.26(a) would probably be the most useful data structure.

Suppose the lawyers operate completely independently: each lawyer has his own secretary and his own telephone number and bills his clients differently. Then Fig. 4.26(b) would likely be the most useful data structure.
Suppose the office processes all the clients frequently and each lawyer has to process his or her own clients frequently. Then Fig. 4.26(c) would likely be the most useful data structure.

4.16 The following is a list of entries, with level numbers, in a student’s record:

1 Student 2 Number 2 Name 3 Last 3 First 3 MI (Middle Initial) 2 Sex
2 Birthday 3 Day 3 Month 3 Year 2 SAT 3 Math 3 Verbal

(a) Draw the corresponding hierarchical structure.
(b) Which of the items are elementary items?

(a) Although the items are listed linearly, the level numbers describe the hierarchical relationship between the items. The corresponding hierarchical structure follows:

1 Student
  2 Number
  2 Name
    3 Last
    3 First
    3 MI
  2 Sex
  2 Birthday
    3 Day
    3 Month
    3 Year
  2 SAT
    3 Math
    3 Verbal

(b) The elementary items are the data items which do not contain subitems: Number, Last, First, MI, Sex, Day, Month, Year, Math and Verbal. Observe that an item is elementary only if it is not followed by an item with a higher level number.

4.17 A professor keeps the following data for each student in a class of 20 students:

Name (Last, First, MI), Three Tests, Final, Grade

Here Grade is a 2-character entry, for example, B+ or C or A−. Describe a PL/1 structure to store the data.

An element in a record structure may be an array itself. Instead of storing the three tests separately, we store them in an array. Such a structure follows:

```
DECLARE 1 STUDENT(20),
  2 NAME,
    3 LAST CHARACTER(10),
    3 FIRST CHARACTER(10),
    3 MI CHARACTER(1),
  2 TEST(3) FIXED,
  2 FINAL FIXED,
  2 GRADE CHARACTER(2);
```
4.18 A college uses the following structure for a graduating class:

1. Student(200)
   2. Name
      3. Last
      3. First
      3. Middle Initial
   2. Major
   2. SAT
      3. Verbal
      3. Math
   2. GPA(4)
   2. CUM

Here, GPA[K] refers to the grade point average during the kth year and CUM refers to the cumulative grade point average.

(a) How many elementary items are there in the file?
(b) How does one access (i) the major of the eighth student and (ii) the sophomore GPA of the forty-fifth student?
(c) Find each output:
   (i) Write: Name[15]
   (ii) Write: CUM
   (iii) Write: GPA[2].
   (iv) Write: GPA[1, 3].

(a) Since GPA is counted 4 times per student, there are 11 elementary items per student, so there are altogether 2200 elementary items.
(b) (i) Student.Major[8] or simply MAJOR[8], (ii) GPA[45, 2].
(c) (i) Here Name[15] refers to the name of the fifteenth student. But Name is a group item. Hence LAST[15], First[15] and MI[15] are printed.
   (ii) Here CUM refers to all the CUM values. That is,
        CUM[1], CUM[2], CUM[3], ..., CUM[200]
        are printed.
   (iii) GPA[2] refers to the GPA array of the second student. Hence,
        GPA[2, 1], GPA[2, 2], GPA[2, 3], GPA[2, 4]
        are printed.
   (iv) GPA[1, 3] is a single item, the GPA during the junior year of the first student. That is, only GPA[1, 3] is printed.

4.19 An automobile dealership keeps track of the serial number and price of each of its automobiles in arrays AUTO and PRICE, respectively. In addition, it uses the data structure in Fig. 4.27, which combines a record structure with pointer variables. The new Chevys, new Buicks, new Oldsmobiles, and used cars are listed together in AUTO. The
variables NUMB and PTR under USED give, respectively, the number and location of the list of used automobiles.

(a) How does one index the location of the list of new Buicks in AUTO?
(b) Write a procedure to print serial numbers of all new Buicks under $10000.

(a) Since PTR appears more than once in the record structure, one must use BUICK.PTR to reference the location of the list of new Buicks in AUTO.
(b) One must traverse the list of new Buicks but print out only those Buicks whose price is less than $10000. The procedure follows:

Procedure P4.19: The data are stored in the structure in Fig. 4.27. This procedure outputs those new Buicks whose price is less than $10000.

1. Set FIRST := BUICK.PTR. [Location of first element in Buick list.]
2. Set LAST := FIRST + BUICK.NUMB − 1. [Location of last element in list.]
3. Repeat for K = FIRST to LAST.
   If PRICE[K] < 10000, then:
   Write: AUTO[K], PRICE[K].
   [End of If structure.]
[End of loop.]
4. Exit.

4.20 Suppose in Solved Problem 4.19 the dealership had also wanted to keep track of the accessories of each automobile, such as air-conditioning, radio, and rustproofing. Since this involves variable-length data, how might this be done?

This can be accomplished as in Fig. 4.28. That is, besides AUTO and PRICE, there is an array POINTER such that POINTER[K] gives the location in an array ACCESSORIES of the list of accessories (with sentinel ‘$$\$$’) of AUTO[K].
Arrays

4.1 Consider the linear arrays XXX(-10:10), YYY(1935:1985), ZZZ(35). (a) Find the number of elements in each array. (b) Suppose Base(YYY) = 400 and w = 4 words per memory cell for YYY. Find the address of YYY[1942], YYY[1977] and YYY[1988].

4.2 Consider the following multidimensional arrays:

\[ X(-5:5, 3:33) \quad Y(3:10, 1:15, 10:20) \]

(a) Find the length of each dimension and the number of elements in X and Y.

(b) Suppose Base(Y) = 400 and there are w = 4 words per memory location. Find the effective indices \( E_1, E_2, E_3 \) and the address of Y[5, 10, 15] assuming (i) Y is stored in row-major order and (ii) Y is stored in column-major order.

4.3 An array A contains 25 positive integers. Write a module which

(a) Finds all pairs of elements whose sum is 25.

(b) Finds the number EVNUM of elements of A which are even, and the number ODNUM of elements of A which are odd.

4.4 Suppose A is a linear array with \( n \) numeric values. Write a procedure

\[ \text{MEAN}(A, N, AVE) \]
which finds the average AVE of the values in A. The arithmetic mean or average \( \bar{x} \) of \( x_i \), values \( x_1, x_2, \ldots, x_n \) is defined by

\[
\bar{x} = \frac{x_1 + x_2 + \ldots + x_n}{n}
\]

4.5 Each student in a class of 30 students takes 6 tests in which scores range between 0 and 100. Suppose the test scores are stored in a \( 30 \times 6 \) array TEST. Write a module which

(a) Finds the average grade for each test
(b) Finds the final grade for each student where the final grade is the average of the student’s five highest test scores
(c) Finds the number NUM of students who have failed, i.e. whose final grade is less than 60
(d) Finds the average of the final grades

Pointer Arrays; Record Structures

4.6 Consider the data in Fig. 4.26(c). (a) Write a procedure which prints the list of clients belonging to LAWYER[K]. (b) Assuming CLIENT has space for 400 elements, define an array FREE such that FREE[K] contains the number of empty cells following the list of clients belonging to LAWYER[K].

4.7 The following is a list of entries, with level numbers, in a file of employee records:

1 Employee(200), 2 SSN(Social Security Number), 2 Name,

3 Last, 3 First, 3 MI (Middle Initial), 2 Address, 3 Street,

3 Area, 4 City, 4 State, 4 ZIP, 2 Age, 2 Salary, 2 Dependents

(a) Draw the corresponding hierarchical structure.
(b) Which of the items are elementary items?
(c) Describe a record structure—for example, a PL/I structure or a Pascal record—to store the data.

4.8 Consider the data structure in Fig. 4.27. Write a procedure to carry out each of the following:

(a) Finding the number of new Oldsmobiles selling for under $10 000.
(b) Finding the number of new automobiles selling for under $10 000.
(c) Finding the number of automobiles selling for under $10 000.
(d) Listing all automobiles selling for under $10 000.

(Note: Parts (c) and (d) require only the arrays AUTO and PRICE together with the number of automobiles.)

4.9 A class of student records is organized as follows:

1 Student(35), 2 Name, 3 Last, 3 First, 3 MI (Middle Initial), 2 Major

2 Test(4), 2 Final, 2 Grade
(a) How many elementary items are there?
(b) Describe a record structure—for example, a PL/1 structure or a Pascal record, to store the data.
(c) Describe the output of each of the following Write statements: (i) Write: Final[15], (ii) Write: Name[15] and (iii) Write: Test[4].

4.10 Consider the data structure in Solved Problem 4.18. Write a procedure which
   (a) Finds the average of the sophomore GPA scores
   (b) Finds the number of biology majors
   (c) Finds the number of CUM scores exceeding K

PROGRAMMING PROBLEMS

Arrays

Assume that the data in Table 4.1 are stored in linear arrays SSN, LAST, GIVEN, CUM and YEAR (with space for 25 students) and that a variable NUM is defined which contains the actual number of students.

4.1 Write a program for each of the following:
   (a) Listing all students whose CUM is K or higher. (Test the program using K = 3.00.)
   (b) Listing all students in year L. (Test the program using L = 2, or sophomore.)

4.2 Translate the linear search algorithm into a subprogram LINEAR(ARRAY, LB, UB, ITEM, LOC) which either finds the location LOC where ITEM appears in ARRAY or returns LOC = 0.

4.3 Translate the binary search and insertion algorithm into a subprogram BINARY(ARRAY, LB, UB, ITEM, LOC) which finds either the location LOC where ITEM appears in ARRAY or the location LOC where ITEM should be inserted into ARRAY.

Table 4.1

<table>
<thead>
<tr>
<th>Social Security Number</th>
<th>Last Name</th>
<th>Given Name</th>
<th>CUM</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>211-58-1329</td>
<td>Adams</td>
<td>Bruce</td>
<td>2.55</td>
<td>2</td>
</tr>
<tr>
<td>169-38-4248</td>
<td>Bailey</td>
<td>Irene L.</td>
<td>3.25</td>
<td>4</td>
</tr>
<tr>
<td>166-48-5842</td>
<td>Cheng</td>
<td>Kim</td>
<td>3.40</td>
<td>1</td>
</tr>
<tr>
<td>187-52-4076</td>
<td>Davis</td>
<td>John C.</td>
<td>2.85</td>
<td>2</td>
</tr>
<tr>
<td>126-63-6382</td>
<td>Edwards</td>
<td>Steven</td>
<td>1.75</td>
<td>3</td>
</tr>
<tr>
<td>135-58-9565</td>
<td>Fox</td>
<td>Kenneth</td>
<td>2.80</td>
<td>2</td>
</tr>
</tbody>
</table>

(Contd.)
4.4 Write a program which reads the social security number SOC of a student and uses LINEAR to find and print the student’s record. Test the program using (a) 174-58-0732, (b) 172-55-5554 and (c) 126-63-6382.

4.5 Write a program which reads the (last) NAME of a student and uses BINARY to find and print the student’s record. Test the program using (a) Rogers, (b) Johnson and (c) Bailey.

4.6 Write a program which reads the record of a student

SSNST, LASTST, GVNST, CUMST, YEARST

and uses BINARY to insert the record into the list. Test the program using:

(a) 168-48-2255, Quinn, Michael, 2.15, 3
(b) 177-58-0772, Jones, Amy, 2.75, 2

4.7 Write a program which reads the (last) NAME of a student and uses BINARY to delete the student’s record from the list. Test the program using (a) Parker and (b) Fox.

4.8 Write a program for each of the following:

(a) Using the array SSN to define arrays NUMBER and PTR such that NUMBER is a sorted array of the elements in SSN and PTR[K] contains the location of NUMBER[K] in SSN.

(b) Reading the social security number SOC of a student and using BINAR and the array NUMBER to find and print the student’s record. Test the program using (i) 174-58-0732, (ii) 172-55-5554 and (iii) 126-63-6382. (Compare with Programming Problem 4.4.)
Pointer Arrays

Assume the data in Table 4.2 are stored in a single linear array CLASS (with space for 50 names). Also assume that there are 2 empty cells between the sections, and that there are linear arrays NUMB, PTR and FREE defined so that NUMB[K] contains the number of elements in Section K, PTR[K] gives the location in CLASS of the first name in Section K, and FREE[K] gives the number of empty cells in CLASS following Section K.

<table>
<thead>
<tr>
<th>Section 1</th>
<th>Section 2</th>
<th>Section 3</th>
<th>Section 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown</td>
<td>Abrams</td>
<td>Allen</td>
<td>Burns</td>
</tr>
<tr>
<td>Davis</td>
<td>Collins</td>
<td>Conroy</td>
<td>Cohen</td>
</tr>
<tr>
<td>Jones</td>
<td>Forman</td>
<td>Damario</td>
<td>Evans</td>
</tr>
<tr>
<td>Samuels</td>
<td>Hughes</td>
<td>Harris</td>
<td>Gilbert</td>
</tr>
<tr>
<td></td>
<td>Klein</td>
<td>Rich</td>
<td>Harlan</td>
</tr>
<tr>
<td></td>
<td>Lee</td>
<td>Sweeney</td>
<td>Lopez</td>
</tr>
<tr>
<td></td>
<td>Moore</td>
<td></td>
<td>Meth</td>
</tr>
<tr>
<td></td>
<td>Quinn</td>
<td></td>
<td>Ryan</td>
</tr>
<tr>
<td></td>
<td>Rosen</td>
<td></td>
<td>Williams</td>
</tr>
<tr>
<td></td>
<td>Scott</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Taylor</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weaver</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.9 Write a program which reads an integer K and prints the names in Section K. Test the program using (a) K = 2 and (b) K = 3.

4.10 Write a program which reads the NAME of a student and finds and prints the location and section number of the student. Test the program using (a) Harris, (b) Rivers and (c) Lopez.

4.11 Write a program which prints the names in columns as they appear in Table 4.2.

4.12 Write a program which reads the NAME and section number SECN of a student and inserts the student into CLASS. Test the program using (a) Eden, 3; (b) Novak, 4; (c) Parker, 2; (d) Vaughn, 3; and (e) Bennett, 3. (The program should handle OVERFLOW.)

4.13 Write a program which reads the NAME of a student and deletes the student from CLASS. Test the program using (a) Klein, (b) Daniels, (c) Meth and (d) Harris.
Miscellaneous

4.14 Suppose A and B are n-element vector arrays in memory and X and Y are scalars. Write a program to find (a) \(XA + YB\) and (b) \(A \cdot B\). Test the program using \(A = (16, -6, 7)\), \(B = (2, -3)\), \(X = 2\) and \(Y = -5\).

4.15 Translate the matrix multiplication algorithm, Algorithm 4.7, into a subprogram

\[
\text{MATMUL}(A, B, C, M, P, N)
\]

which finds the product \(C\) of an \(m \times p\) matrix \(A\) and a \(p \times n\) matrix \(B\). Test the program using

\[
A = \begin{pmatrix} 4 & -3 & 5 \\ 6 & 1 & -2 \end{pmatrix}, \quad B = \begin{pmatrix} 2 & 3 & -7 & -3 \\ 5 & -1 & 6 & 2 \\ 0 & 3 & -2 & 1 \end{pmatrix}
\]

4.16 Consider the polynomial

\[
f(x) = a_1x^n + a_2x^{n-1} + \ldots + a_nx + a_{n+1}
\]

Evaluating the polynomial in the obvious way would require

\[
n + (n - 1) + \ldots + 1 = \frac{n(n+1)}{2}
\]

multiplications and \(n\) additions. However, one can rewrite the polynomial by successively factoring out \(x\) as follows:

\[
f(x) = (((a_1x + a_2)x + a_3)x + \ldots)x + a_n)x + a_{n+1}
\]

This uses only \(n\) multiplications and \(n\) additions. This second way of evaluating a polynomial is called Horner's method.

(a) Rewrite the polynomial \(f(x) = 5x^4 - 6x^3 + 7x^2 + 8x - 9\) as it would be evaluated using Horner's method.

(b) Suppose the coefficients of a polynomial are in memory in a linear array \(A(N + 1)\). (That is, \(A[1]\) is the coefficient of \(x^n\), \(A[2]\) is the coefficient of \(x^{n-1}\), \ldots, and \(A[N + 1]\) is the constant.) Write a procedure \(\text{HORNER}(A, N + 1, X, Y)\) which finds the value \(Y = f(X)\) for a given value \(X\) using Horner's method.

Test the program using \(X = 2\) and \(f(x)\) from part (a).
Chapter Five

Linked Lists

5.1 INTRODUCTION

The everyday usage of the term "list" refers to a linear collection of data items. Figure 5.1(a) shows a shopping list; it contains a first element, a second element, ..., and a last element. Frequently, we want to add items to or delete items from a list. Figure 5.1(b) shows the shopping list after three items have been added at the end of the list and two others have been deleted (by being crossed out).

Data processing frequently involves storing and processing data organized into lists. One way to store such data is by means of arrays, discussed in Chapter 4. Recall that the linear relationship between the data elements of an array is reflected by the physical relationship of the data in memory, not by any information contained in the data elements themselves. This makes it easy to
compute the address of an element in an array. On the other hand, arrays have certain disadvantages—e.g., it is relatively expensive to insert and delete elements in an array. Also, since an array usually occupies a block of memory space, one cannot simply double or triple the size of an array when additional space is required. (For this reason, arrays are called dense lists and are said to be static data structures.)

Another way of storing a list in memory is to have each element in the list contain a field, called a link or pointer, which contains the address of the next element in the list. Thus successive elements in the list need not occupy adjacent space in memory. This will make it easier to insert and delete elements in the list. Accordingly, if one were mainly interested in searching through data for inserting and deleting, as in word processing, one would not store the data in an array but rather in a list using pointers. This latter type of data structure is called a linked list and is the main subject matter of this chapter. We also discuss circular lists and two-way lists—which are natural generalizations of linked lists—and their advantages and disadvantages.

5.2 LINKED LISTS

A linked list, or one-way list, is a linear collection of data elements, called nodes, where the linear order is given by means of pointers. That is, each node is divided into two parts: the first part contains the information of the element, and the second part, called the link field or nextpointer field, contains the address of the next node in the list.

Figure 5.2 is a schematic diagram of a linked list with 6 nodes. Each node is pictured with two parts. The left part represents the information part of the node, which may contain an entire record of data items (e.g., NAME, ADDRESS,...). The right part represents the nextpointer field of the node, and there is an arrow drawn from it to the next node in the list. This follows the usual practice of drawing an arrow from a field to a node when the address of the node appears in the given field. The pointer of the last node contains a special value, called the null pointer, which is any invalid address.

```
NAME
or
START
```

![Diagram of a linked list with 6 nodes](Fig. 5.2)

(In actual practice, 0 or a negative number is used for the null pointer.) The null pointer, denoted by x in the diagram, signals the end of the list. The linked list also contains a list pointer variable—called START or NAME—which contains the address of the first node in the list; hence there is an arrow drawn from START to the first node. Clearly, we need only this address in START to trace through the list. A special case is the list that has no nodes. Such a list is called the null list or empty list and is denoted by the null pointer in the variable START.)
Example 5.1

A hospital ward contains 12 beds, of which 9 are occupied as shown in Fig. 5.3. Suppose we want an alphabetical listing of the patients. This listing may be given by the pointer field, called Next in the figure. We use the variable START to point to the first patient. Hence START contains 5, since the first patient, Adams, occupies bed 5. Also, Adams’s pointer is equal to 3, since Dean, the next patient, occupies bed 3; Dean’s pointer is 11, since Fields, the next patient, occupies bed 11; and so on. The entry for the last patient (Samuels) contains the null pointer, denoted by 0. (Some arrows have been drawn to indicate the listing of the first few patients.)

Fig. 5.3

<table>
<thead>
<tr>
<th>Bed Number</th>
<th>Patient</th>
<th>Next</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kirk</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Dean</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>Maxwell</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>Adams</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Lane</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>Green</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Samuels</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Fields</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>Nelson</td>
<td>9</td>
</tr>
</tbody>
</table>

5.3 REPRESENTATION OF LINKED LISTS IN MEMORY

Let LIST be a linked list. Then LIST will be maintained in memory, unless otherwise specified or implied, as follows. First of all, LIST requires two linear arrays—we will call them here INFO and LINK—such that INFO[K] and LINK[K] contain, respectively, the information part and the nextpointer field of a node of LIST. As noted above, LIST also requires a variable name—such as START—which contains the location of the beginning of the list, and a nextpointer sentinel—denoted by NULL—which indicates the end of the list. Since the subscripts of the arrays INFO and LINK will usually be positive, we will choose NULL = 0, unless otherwise stated.
The following examples of linked lists indicate that the nodes of a list need not occupy adjacent elements in the arrays INFO and LINK, and that more than one list may be maintained in the linear arrays INFO and LINK. However, each list must have its own pointer variable giving the location of its first node.

Example 5.2

Figure 5.4 pictures a linked list in memory where each node of the list contains a single character. We can obtain the actual list of characters, or, in other words, the string, as follows:

START = 9, so INFO[9] = N is the first character.
LINK[4] = 0, the NULL value, so the list has ended.

In other words, NO EXIT is the character string.
Example 5.3

Figure 5.5 pictures show two lists of test scores, here ALG and GEOM, may be maintained in memory where the nodes of both lists are stored in the same linear arrays TEST and LINK. Observe that the names of the lists are also used as the list pointer variables. Here ALG contains 11, the location of its first node, and GEOM contains 5, the location of its first node. Following the pointers, we see that ALG consists of the test scores

88, 74, 93, 82

and GEOM consists of the test scores

84, 62, 74, 100, 74, 78

(The nodes of ALG and some of the nodes of GEOM are explicitly labeled in the diagram.)
Example 5.4

Suppose a brokerage firm has four brokers and each broker has his own list of customers. Such data may be organized as in Fig. 5.6. That is, all four lists of customers appear in the same array CUSTOMER, and an array LINK contains the nextpointer fields of the nodes of the lists. There is also an array BROKER which contains the list of brokers, and a pointer array POINT such that POINT[K] points to the beginning of the list of customers of BROKER[K].

Accordingly, Bond's list of customers, as indicated by the arrows, consists of Grant, Scott, Vito, Katz.
Similarly, Kelly's list consists of

Hunter, McBride, Evans

and Nelson's list consists of

Teller, Jones, Adams, Rogers, Weston

Hall's list is the null list, since the null pointer 0 appears in POINT[3].

Generally speaking, the information part of a node may be a record with more than one data item. In such a case, the data must be stored in some type of record structure or in a collection of parallel arrays, such as that illustrated in the following example.

**Example 5.5**

Suppose the personnel file of a small company contains the following data on its nine employees:

Name, Social Security Number, Sex, Monthly Salary

Normally, four parallel arrays, say NAME, SSN, SEX, SALARY, are required to store the data as discussed in Sec. 4.12. Figure 5.7 shows how the data may be stored as a sorted (alphabetically) linked list using only an additional array LINK for the nextpointer field of the list and the variable START to point to the first record in the list. Observe that 0 is used as the null pointer.

![Diagram of linked list with records and links](image)

<table>
<thead>
<tr>
<th>NAME</th>
<th>SSN</th>
<th>SEX</th>
<th>SALARY</th>
<th>LINK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Davis</td>
<td>192-38-7282</td>
<td>Female</td>
<td>22800</td>
</tr>
<tr>
<td>2</td>
<td>Kelly</td>
<td>165-64-3351</td>
<td>Male</td>
<td>19000</td>
</tr>
<tr>
<td>3</td>
<td>Green</td>
<td>175-56-2251</td>
<td>Male</td>
<td>27200</td>
</tr>
<tr>
<td>4</td>
<td>Brown</td>
<td>178-52-1065</td>
<td>Female</td>
<td>14700</td>
</tr>
<tr>
<td>5</td>
<td>Lewis</td>
<td>181-58-9939</td>
<td>Female</td>
<td>16400</td>
</tr>
<tr>
<td>6</td>
<td>Cohen</td>
<td>177-44-4557</td>
<td>Male</td>
<td>19000</td>
</tr>
<tr>
<td>7</td>
<td>Rubin</td>
<td>135-46-6262</td>
<td>Female</td>
<td>15500</td>
</tr>
<tr>
<td>8</td>
<td>Evans</td>
<td>168-56-8113</td>
<td>Male</td>
<td>34200</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 5.7**
5.4 TRAVERSING A LINKED LIST

Let LIST be a linked list in memory stored in linear arrays INFO and LINK with START pointing to the first element and NULL indicating the end of LIST. Suppose we want to traverse LIST in order to process each node exactly once. This section presents an algorithm that does so and then uses the algorithm in some applications.

Our traversing algorithm uses a pointer variable PTR which points to the node that is currently being processed. Accordingly, LINK[PTR] points to the next node to be processed. Thus the assignment

\[ \text{PTR} := \text{LINK[PTR]} \]

moves the pointer to the next node in the list, as pictured in Fig. 5.8.

![Fig. 5.8 PTR := LINK[PTR]](image)

The details of the algorithm are as follows. Initialize PTR or START. Then process INFO[PTR], the information at the first node. Update PTR by the assignment \( \text{PTR} := \text{LINK[PTR]} \), so that PTR points to the second node. Then process \( \text{INFO[PTR]} \), the information at the second node. Again update PTR by the assignment \( \text{PTR} := \text{LINK[PTR]} \), and then process \( \text{INFO[PTR]} \), the information at the third node. And so on. Continue until PTR = NULL, which signals the end of the list.

A formal presentation of the algorithm follows.

**Algorithm 5.1:** (Traversing a Linked List) Let LIST be a linked list in memory. This algorithm traverses LIST, applying an operation PROCESS to each element of LIST. The variable PTR points to the node currently being processed.

1. Set PTR := START. [Initializes pointer PTR.]
2. Repeat Steps 3 and 4 while PTR \( \neq \) NULL.
3. Apply PROCESS to INFO[PTR].
4. Set PTR := LINK[PTR]. [PTR now points to the next node.]
   [End of Step 2 loop.]
5. Exit.

Observe the similarity between Algorithm 5.1 and Algorithm 4.1, which traverses a linear array. The similarity comes from the fact that both are linear structures which contain a natural linear ordering of the elements.

Caution: As with linear arrays, the operation PROCESS in Algorithm 5.1 may use certain variables which must be initialized before PROCESS is applied to any of the elements in LIST. Consequently, the algorithm may be preceded by such an initialization step.
Example 5.6

The following procedure prints the information at each node of a linked list. Since the procedure must traverse the list, it will be very similar to Algorithm 5.1.

Procedure: PRINT(INFO, LINK, START)
This procedure prints the information at each node of the list.

1. Set PTR := START.
2. Repeat Steps 3 and 4 while PTR ≠ NULL:
   3. Write: INFO[PTR].
   4. Set PTR := LINK[PTR]. [Updates pointer.]
      [End of Step 2 loop.]
5. Return.

In other words, the procedure may be obtained by simply substituting the statement
Write: INFO[PTR]
for the processing step in Algorithm 5.1.

Example 5.7

The following procedure finds the number NUM of elements in a linked list.

Procedure: COUNT(INFO, LINK, START, NUM)

1. Set NUM := 0. [Initializes counter.]
2. Set PTR := START. [Initializes pointer.]
3. Repeat Steps 4 and 5 while PTR ≠ NULL.
   4. Set NUM := NUM + 1. [Increases NUM by 1.]
   5. Set PTR := LINK[PTR]. [Updates pointer.]
      [End of Step 3 loop.]
6. Return.

Observe that the procedure traverses the linked list in order to count the number of elements; hence the procedure is very similar to the above traversing algorithm, Algorithm 5.1. Here, however, we require an initialization step for the variable NUM before traversing the list. In other words, the procedure could have been written as follows:

Procedure: COUNT(INFO, LINK, START, NUM)

1. Set NUM := 0. [Initializes counter.]
2. Call Algorithm 5.1, replacing the processing step by:
   Set NUM := NUM + 1.
3. Return.

Most list processing procedures have this form. (See Solved Problem 5.3.)
5.5 SEARCHING A LINKED LIST

Let LIST be a linked list in memory, stored as in Secs. 5.3 and 5.4. Suppose a specific ITEM of information is given. This section discusses two searching algorithms for finding the location LOC of the node where ITEM first appears in LIST. The first algorithm does not assume that the data in LIST are sorted, whereas the second algorithm does assume that LIST is sorted.

If ITEM is actually a key value and we are searching through a file for the record containing ITEM, then ITEM can appear only once in LIST.

**LIST Is Unsorted**

Suppose the data in LIST are not necessarily sorted. Then one searches for ITEM in LIST by traversing through the list using a pointer variable PTR and comparing ITEM with the contents INFO[PTR] of each node, one by one, of LIST. Before we update the pointer PTR by

\[
\text{PTR} := \text{LINK}[\text{PTR}]
\]

we require two tests. First we have to check to see whether we have reached the end of the list; i.e., first we check to see whether

\[
\text{PTR} = \text{NULL}
\]

If not, then we check to see whether

\[
\text{INFO}[\text{PTR}] = \text{ITEM}
\]

The two tests cannot be performed at the same time, since INFO[PTR] is not defined when PTR = NULL. Accordingly, we use the first test to control the execution of a loop, and we let the second test take place inside the loop. The algorithm follows.

**Algorithm 5.2** SEARCH(INFO, LINK, START, ITEM, LOC)

LIST is a linked list in memory. This algorithm finds the location LOC of the node where ITEM first appears in LIST, or sets LOC = NULL.

1. Set PTR := START.
2. Repeat Step 3 while PTR \neq NULL:
3. If ITEM = INFO[PTR], then:
   - Set LOC := PTR, and Exit.
   Else:
   - Set PTR := LINK[PTR]. [PTR now points to the next node.]
   [End of If structure.]
   [End of Step 2 loop.]
4. [Search is unsuccessful.] Set LOC := NULL.
5. Exit.

The complexity of this algorithm is the same as that of the linear search algorithm for linear arrays discussed in Sec. 4.7. That is, the worst-case running time is proportional to the number \( n \) of elements in LIST, and the average-case running time is approximately proportional to \( n/2 \) (with the condition that ITEM appears once in LIST but with equal probability in any node of LIST).
Example 5.8

Consider the personnel file in Fig. 5.7. The following module reads the social security number NNN of an employee and then gives the employee a 5 percent increase in salary.

1. Read: NNN.
2. Call SEARCH(SSN, LINK, START, NNN, LOC).
3. If LOC ≠ NULL, then:
   Set SALARY[LOC] := SALARY[LOC] + 0.05*SALARY[LOC],
   Else:
   Write: NNN is not in file.
   [End of If structure.]
4. Return.

(The module takes care of the case in which there is an error in inputting the social security number.)

LIST is Sorted

Suppose the data in LIST are sorted. Again we search for ITEM in LIST by traversing the list using a pointer variable PTR and comparing ITEM with the contents INFO[PTR] of each node, one by one, of LIST. Now, however, we can stop once ITEM exceeds INFO[PTR]. The algorithm follows.

Algorithm 5.3: SRCHSL(INFO, LINK, START, ITEM, LOC)

LIST is a sorted list in memory. This algorithm finds the location LOC of the node where ITEM first appears in LIST, or sets LOC = NULL.

1. Set PTR := START.
2. Repeat Step 3 while PTR ≠ NULL:
3.   If ITEM < INFO[PTR], then:
       Set PTR := LINK[PTR]. [PTR now points to next node.]
   Else if ITEM = INFO[PTR], then:
       Set LOC := PTR, and Exit. [Search is successful.]
   Else:
       Set LOC := NULL, and Exit. [ITEM now exceeds INFO[PTR].]
   [End of If structure.]
   [End of Step 2 loop.]
4. Set LOC := NULL.
5. Exit.

The complexity of this algorithm is still the same as that of other linear search algorithms; that is, the worst-case running time is proportional to the number n of elements in LIST, and the average-case running time is approximately proportional to n/2.
Recall that with a sorted linear array we can apply a binary search whose running time is proportional to $\log_2 n$. On the other hand, a binary search algorithm cannot be applied to a sorted linked list, since there is no way of indexing the middle element in the list. This property is one of the main drawbacks in using a linked list as a data structure.

**Example 5.9**

Consider, again, the personnel file in Fig. 5.7. The following module reads the name EMP of an employee and then gives the employee a 5 percent increase in salary. (Compare with Example 5.8.)

1. Read: EMPNAME.
2. Call SRCHSL(NAME, LINK, START, EMPNAME, LOC).
3. If LOC $\neq$ NULL, then:
   - Set SALARY[LOC] = SALARY[LOC] + 0.05*SALARY[LOC].
   - Else:
     - Write: EMPNAME is not in list.
   - [End of If structure.]
4. Return.

Observe that now we can use the second search algorithm, Algorithm 5.3, since the list is sorted alphabetically.

### 5.6 MEMORY ALLOCATION; GARBAGE COLLECTION

The maintenance of linked lists in memory assumes the possibility of inserting new nodes into the lists and hence requires some mechanism which provides unused memory space for the new nodes. Analogously, some mechanism is required whereby the memory space of deleted nodes becomes available for future use. These matters are discussed in this section, while the general discussion of the inserting and deleting of nodes is postponed until later sections.

Together with the linked lists in memory, a special list is maintained which consists of unused memory cells. This list, which has its own pointer, is called the list of available space or the free-storage list or the free pool.

Suppose our linked lists are implemented by parallel arrays as described in the preceding sections, and suppose insertions and deletions are to be performed on our linked lists. Then the unused memory cells in the arrays will also be linked together to form a linked list using AVAIL as its list pointer variable. (Hence this free-storage list will also be called the AVAIL list.) Such a data structure will frequently be denoted by writing

$$\text{LIST}(\text{INFO, LINK, START, AVAIL})$$
Example 5.10

Suppose the list of patients in Example 5.1 is stored in the linear arrays BED and LINK (so that the patient in bed K is assigned to BED[K]). Then the available space in the linear array BED may be linked as in Fig. 5.9. Observe that BED[10] is the first available bed, BED[2] is the next available bed, and BED[6] is the last available bed. Hence BED[6] has the null pointer in its nextpointer field; that is, LINK[6] = 0.

![Diagram of BED and LINK arrays with pointers](image)

**Fig. 5.9**

Example 5.11

(a) The available space in the linear array TEST in Fig. 5.5 may be linked as in Fig. 5.10. Observe that each of the lists ALG and GEOM may use the AVAIL list. Note that AVAIL = 9, so TEST[9] is the first free node in the AVAIL list. Since LINK[AVAIL] = LINK[9] = 10, TEST[10] is the second free node in the AVAIL list. And so on.

(b) Consider the personnel file in Fig. 5.7. The available space in the linear array NAME may be linked as in Fig. 5.11. Observe that the free-storage list in NAME consists of NAME[8], NAME[11], NAME[13], NAME[5] and NAME[1]. Moreover, observe that the values in LINK simultaneously list the free-storage space for the linear arrays SSN, SEX and SALARY.

(c) The available space in the array CUSTOMER in Fig. 5.6 may be linked as in Fig. 5.12. We emphasize that each of the four lists may use the AVAIL list for a new customer.
Example 5.12

Suppose \text{LIST(INFO, LINK, START, AVAIL)} has memory space for \( n = 10 \) nodes. Furthermore, suppose \text{LIST} is initially empty. Figure 5.13 shows the values of \text{LINK} so that the \text{AVAIL} list consists of the sequence

\text{INFO[1], INFO[2], \ldots, INFO[10]}

that is, so that the \text{AVAIL} list consists of the elements of \text{INFO} in the usual order. Observe that \text{START = NULL}, since the list is empty.
Garbage Collection

Suppose some memory space becomes reusable because a node is deleted from a list or an entire list is deleted from a program. Clearly, we want the space to be available for future use. One way to bring this about is to immediately reininsert the space into the free-storage list. This is what we will do when we implement linked lists by means of linear arrays. However, this method may be too time-consuming for the operating system of a computer, which may choose an alternative method, as follows.

The operating system of a computer may periodically collect all the deleted space onto the free-storage list. Any technique which does this collection is called garbage collection. Garbage collection usually takes place in two steps. First the computer runs through all lists, tagging those cells which are currently in use, and then the computer runs through the memory, collecting all untagged space onto the free-storage list. The garbage collection may take place when there is only some minimum amount of space or no space at all left in the free-storage list, or when the CPU is idle and has time to do the collection. Generally speaking, the garbage collection is invisible to the programmer. Any further discussion about this topic of garbage collection lies beyond the scope of this text.

Overflow and Underflow

Sometimes new data are to be inserted into a data structure but there is no available space, i.e., the free-storage list is empty. This situation is usually called overflow. The programmer may handle overflow by printing the message OVERFLOW. In such a case, the programmer may then modify the program by adding space to the underlying arrays. Observe that overflow will occur with our linked lists when AVAIL = NULL and there is an insertion.

Analogously, the term underflow refers to the situation where one wants to delete data from a data structure that is empty. The programmer may handle underflow by printing the message UNDERFLOW. Observe that underflow will occur with our linked lists when START = NULL.
5.7 INSERTION INTO A LINKED LIST

Let LIST be a linked list with successive nodes A and B, as pictured in Fig. 5.14(a). Suppose a node N is to be inserted into the list between nodes A and B. The schematic diagram of such an insertion appears in Fig. 5.14(b). That is, node A now points to the new node N, and node N points to node B, to which A previously pointed.

![Diagram](image)

Fig. 5.14

Suppose our linked list is maintained in memory in the form

`LIST(INFO, LINK, START, AVAIL)`

Figure 5.14 does not take into account that the memory space for the new node N will come from the AVAIL list. Specifically, for easier processing, the first node in the AVAIL list will be used for the new node N. Thus a more exact schematic diagram of such an insertion is that in Fig. 5.15. Observe that three pointer fields are changed as follows:

1. The nextpointer field of node A now points to the new node N, to which AVAIL previously pointed.

![Diagram](image)

Fig. 5.15
(2) AVAIL now points to the second node in the free pool, to which node N previously pointed.
(3) The nextpointer field of node N now points to node B, to which node A previously pointed.

There are also two special cases. If the new node N is the first node in the list, then START will point to N; and if the new node N is the last node in the list, then N will contain the null pointer.

**Example 5.13**

(a) Consider Fig. 5.9, the alphabetical list of patients in a ward. Suppose a patient Hughes is admitted to the ward. Observe that

(i) Hughes is put in bed 10, the first available bed.
(ii) Hughes should be inserted into the list between Green and Kirk.

The three changes in the pointer fields follow.

1. LINK[8] = 10. [Now Green points to Hughes.]
2. LINK[10] = 1. [Now Hughes points to Kirk.]
3. AVAIL = 2. [Now AVAIL points to the next available bed.]

(b) Consider Fig. 5.12, the list of brokers and their customers. Since the customer lists are not sorted, we will assume that each new customer is added to the beginning of its list. Suppose Gordan is a new customer of Kelly. Observe that

(i) Gordan is assigned to CUSTOMER[11], the first available node.
(ii) Gordan is inserted before Hunter, the previous first customer of Kelly.

The three changes in the pointer fields follow:

3. AVAIL = 18. [Now AVAIL points to the next available node.]

(c) Suppose the data elements A, B, C, D, E and F are inserted one after the other into the empty list in Fig. 5.13. Again we assume that each new node is inserted at the beginning of the list. Accordingly, after the six insertions, F will point to E, which points to D, which points to C, which points to B, which points to A; and A will contain the null pointer. Also, AVAIL = 7, the first available node after the six insertions, and START = 6, the location of the first node. Figure 5.16 shows the new list (where $n = 10$).

**Insertion Algorithms**

Algorithms which insert nodes into linked lists come up in various situations. We discuss three of them here. The first one inserts a node at the beginning of the list, the second one inserts a node after the node with a given location, and the third one inserts a node into a sorted list. All our algorithms assume that the linked list is in memory in the form LIST(INFO, LINK, START, AVAIL) and that the variable ITEM contains the new information to be added to the list.
Since our insertion algorithms will use a node in the AVAIL list, all of the algorithms will include the following steps:

(a) Checking to see if space is available in the AVAIL list. If not, that is, if AVAIL = NULL, then the algorithm will print the message OVERFLOW.

(b) Removing the first node from the AVAIL list. Using the variable NEW to keep track of the location of the new node, this step can be implemented by the pair of assignments (in this order)

\[
\text{NEW} := \text{AVAIL}, \quad \text{AVAIL} := \text{LINK}[\text{AVAIL}]
\]

(c) Copying new information into the new node. In other words,

\[
\text{INFO}[\text{NEW}] := \text{ITEM}
\]

The schematic diagram of the latter two steps is pictured in Fig. 5.17.

**Inserting at the Beginning of a List**

Suppose our linked list is not necessarily sorted and there is no reason to insert a new node in any special place in the list. Then the easiest place to insert the node is at the beginning of the list. An algorithm that does so follows.
Algorithm 5.4: INSFIRST(INFO, LINK, START, AVAIL, ITEM)
This algorithm inserts ITEM as the first node in the list.

1. [OVERFLOW?] If AVAIL = NULL, then: Write: OVERFLOW, and Exit.
2. [Remove first node from AVAIL list.]
   Set NEW := AVAIL and AVAIL := LINK[AVAIL].
3. Set INFO[NEW] := ITEM. [Copies new data into new node]
4. Set LINK[NEW] := START. [New node now points to original first node.]
5. Set START := NEW. [Changes START so it points to the new node.]

Steps 1 to 3 have already been discussed, and the schematic diagram of Steps 2 and 3 appears in Fig. 5.17. The schematic diagram of Steps 4 and 5 appears in Fig. 5.18.

![Fig. 5.18 Insertion at the Beginning of a List](image)

Example 5.14

Consider the lists of tests in Fig. 5.10. Suppose the test score 75 is to be added to the beginning of the geometry list. We simulate Algorithm 5.4. Observe that ITEM = 75, INFO = TEST and START = GEOM.

INSFIRST(TEST, LINK, GEOM, AVAIL, ITEM)

1. Since AVAIL ≠ NULL, control is transferred to Step 2.
2. NEW = 9, then AVAIL = LINK[9] = 10.
5. GEOM = 9.

Figure 5.19 shows the data structure after 75 is added to the geometry list. Observe that only three pointers are changed, AVAIL, GEOM and LINK[9].
Inserting after a Given Node

Suppose we are given the value of LOC where either LOC is the location of a node A in a linked LIST or LOC = NULL. The following is an algorithm which inserts ITEM into LIST so that ITEM follows node A or, when LOC = NULL, so that ITEM is the first node.

Let N denote the new node (whose location is NEW). If LOC = NULL, then N is inserted as the first node in LIST as in Algorithm 5.4. Otherwise, as pictured in Fig. 5.15, we let node N point to node B (which originally followed node A) by the assignment

\[ \text{LINK}[\text{NEW}] := \text{LINK}[\text{LOC}] \]

and we let node A point to the new node N by the assignment

\[ \text{LINK}[\text{LOC}] := \text{NEW} \]

A formal statement of the algorithm follows.

**Algorithm 5.5:** INSLOC(INFO, LINK, START, AVAIL, LOC, ITEM)

This algorithm inserts ITEM so that ITEM follows the node with location LOC or inserts ITEM as the first node when LOC = NULL.
1. [OVERFLOW?] If AVAIL = NULL, then: Write: OVERFLOW, and Exit.
2. [Remove first node from AVAIL list.]
   Set NEW := AVAIL and AVAIL := LINK[AVAIL].
3. Set INFO[NEW] := ITEM. [Copies new data into new node.]
4. If LOC = NULL, then: [Insert as first node.]
   Set LINK[NEW] := START and START := NEW.
   Else: [Insert after node with location LOC.]
   Set LINK [NEW] := LINK[LOC] and LINK[LOC] := NEW.
   [End of If structure.]
5. Exit.

Inserting into a Sorted Linked List

Suppose ITEM is to be inserted into a sorted linked LIST. Then ITEM must be inserted between
nodes A and B so that

\[ \text{INFO}(A) < \text{ITEM} \leq \text{INFO}(B) \]

The following is a procedure which finds the location LOC of node A, that is, which finds the location LOC of the last node in LIST whose value is less than ITEM.

Traverse the list, using a pointer variable PTR and comparing ITEM with INFO[PTR] at each node. While traversing, keep track of the location of the preceding node by using a pointer variable SAVE, as pictured in Fig. 5.20. Thus SAVE and PTR are updated by the assignments

\[
\text{SAVE} := \text{PTR} \quad \text{and} \quad \text{PTR} := \text{LINK}[\text{PTR}]
\]

![Fig. 5.20](image_url)

The traversing continues as long as \( \text{INFO}[\text{PTR}] \not< \text{ITEM} \), or in other words, the traversing stops as soon as \( \text{ITEM} \leq \text{INFO}[\text{PTR}] \). Then PTR points to node B, so SAVE will contain the location of the node A.

The formal statement of our procedure follows. The cases where the list is empty or where \( \text{ITEM} < \text{INFO}[	ext{START}] \), so LOC = NULL, are treated separately, since they do not involve the variable SAVE.

**Procedure 5.6:** FINDA(INFO, LINK, START, ITEM, LOC)

This procedure finds the location LOC of the last node in a sorted list such that \( \text{INFO}[\text{LOC}] < \text{ITEM} \), or sets LOC = NULL.

1. [List empty?] If START = NULL, then: Set LOC := NULL, and Return.
2. [Special case?] If ITEM < INFO[START], then: Set LOC := NULL, and Return.
4. Repeat Steps 5 and 6 while PTR ≠ NULL.
5. If ITEM < INFO[PTR], then:
   Set LOC := SAVE, and Return.
   [End of If structure.]
   [End of Step 4 loop.]
7. Set LOC := SAVE.
8. Return.

Now we have all the components to present an algorithm which inserts ITEM into a linked list. The simplicity of the algorithm comes from using the previous two procedures.

Algorithm 5.7:  INSERT(INFO, LINK, START, AVAIL, ITEM)
This algorithm inserts ITEM into a sorted linked list.
1. [Use Procedure 5.6 to find the location of the node preceding ITEM.]
   Call FINDA(INFO, LINK, START, ITEM, LOC).
2. [Use Algorithm 5.5 to insert ITEM after the node with location LOC.]
   Call INSLOC(INFO, LINK, START, AVAIL, LOC, ITEM).
3. Exit.

Example 5.15

Consider the alphabetized list of patients in Fig. 5.9. Suppose Jones is to be added to the list of patients. We simulate Algorithm 5.7, or more specifically, we simulate Procedure 5.6 and then Algorithm 5.5. Observe that ITEM = Jones and INFO = BED.

(a) FINDA(BED, LINK, START, ITEM, LOC)
   1. Since START ≠ NULL, control is transferred to Step 2.
   4. Steps 5 and 6 are repeated as follows:
      (d) Since BED[1] = Kirk > Jones, we have:
      LOC = SAVE = 8 and Return.

(b) INSLOC(BED, LINK, START, AVAIL, LOC, ITEM) [Here LOC = 8.]
   1. Since AVAIL ≠ NULL, control is transferred to Step 2.
   2. NEW = 10 and AVAIL = LINK[10] = 2.

5. Exit.

Figure 5.21 shows the data structure after Jones is added to the patient list. We emphasize that only three pointers have been changed, AVAIL, LINK[10] and LINK[8].

Fig. 5.21

Copying

Suppose we want to copy all or part of a given list, or suppose we want to form a new list that is the concatenation of two given lists. This can be done by defining a null list and then adding the appropriate elements to the list, one by one, by various insertion algorithms. A null list is defined by simply choosing a variable name or pointer for the list, such as NAME, and then setting NAME := NULL. These algorithms are covered in the problem sections.

5.8 Deletion from a Linked List

Let LIST be a linked list with a node N between nodes A and B, as pictured in Fig. 5.22(a). Suppose node N is to be deleted from the linked list. The schematic diagram of such a deletion appears in Fig. 5.22(b). The deletion occurs as soon as the nextpointer field of node A is changed so that it points to node B. (Accordingly, when performing deletions, one must keep track of the address of the node which immediately precedes the node that is to be deleted.)

Suppose our linked list is maintained in memory in the form

LIST(INFO, LINK, START, AVAIL)
Figure 5.22 does not take into account the fact that, when a node N is deleted from our list, we will immediately return its memory space to the AVAIL list. Specifically, for easier processing, it will be returned to the beginning of the AVAIL list. Thus a more exact schematic diagram of such a deletion is the one in Fig. 5.23. Observe that three pointer fields are changed as follows:

(1) The nextpointer field of node A now points to node B, where node N previously pointed.
(2) The nextpointer field of N now points to the original first node in the free pool, where AVAIL previously pointed.
(3) AVAIL now points to the deleted node N.

There are also two special cases. If the deleted node N is the first node in the list, then START will point to node B; and if the deleted node N is the last node in the list, then node A will contain the NULL pointer.
Example 5.16

(a) Consider Fig. 5.21, the list of patients in the hospital ward. Suppose Green is discharged, so that \text{BED}[8] is now empty. Then, in order to maintain the linked list, the following three changes in the pointer fields must be executed:

\[
\begin{align*}
\text{LINK}[11] &= 10 & \text{LINK}[8] &= 2 & \text{AVAIL} &= 8
\end{align*}
\]

By the first change, Fields, who originally preceded Green, now points to Jones, who originally followed Green. The second and third changes add the new empty bed to the AVAIL list. We emphasize that, before making the deletion, we had to find the node \text{BED}[11], which originally pointed to the deleted node \text{BED}[8].

(b) Consider Fig. 5.12, the list of brokers and their customers. Suppose Teller, the first customer of Nelson, is deleted from the list of customers. Then, in order to maintain the linked lists, the following three changes in the pointer fields must be executed:

\[
\begin{align*}
\text{POINT}[4] &= 10 & \text{LINK}[9] &= 11 & \text{AVAIL} &= 9
\end{align*}
\]

By the first change, Nelson now points to his original second customer, Jones. The second and third changes add the new empty node to the AVAIL list.

(c) Suppose the data elements E, B and C are deleted, one after the other, from the list in Fig. 5.16. The new list is pictured in Fig. 5.24. Observe that now the first three available nodes are:

- \text{INFO}[3], which originally contained C
- \text{INFO}[2], which originally contained B
- \text{INFO}[5], which originally contained E

Observe that the order of the nodes in the AVAIL list is the reverse of the order in which the nodes have been deleted from the list.

```
<table>
<thead>
<tr>
<th>INFO</th>
<th>LINK</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>
```

Fig. 5.24
Deletion Algorithms

Algorithms which delete nodes from linked lists come up in various situations. We discuss two of them here. The first one deletes the node following a given node, and the second one deletes the node with a given ITEM of information. All our algorithms assume that the linked list is in memory in the form LIST(INFO, LINK, START, AVAIL).

All of our deletion algorithms will return the memory space of the deleted node N to the beginning of the AVAIL list. Accordingly, all of our algorithms will include the following pair of assignments, where LOC is the location of the deleted node N:

\[
\text{LINK}[\text{LOC}] := \text{AVAIL} \quad \text{and then} \quad \text{AVAIL} := \text{LOC}
\]

These two operations are pictured in Fig. 5.25.

Some of our algorithms may want to delete either the first node or the last node from the list. An algorithm that does so must check to see if there is a node in the list. If not, i.e., if START = NULL, then the algorithm will print the message UNDERFLOW.

Deleting the Node Following a Given Node

Let LIST be a linked list in memory. Suppose we are given the location LOC of a node N in LIST. Furthermore, suppose we are given the location LOCP of the node preceding N or, when N is the first node, we are given LOCP = NULL. The following algorithm deletes N from the list.

**Algorithm 5.8:** DEL(INFO, LINK, START, AVAIL, LOC, LOCP)

This algorithm deletes the node N with location LOC. LOCP is the location of the node which precedes N or, when N is the first node, LOCP = NULL.

1. **If LOCP = NULL, then:**
   - Set START := LINK[START]. [Deletes first node.]
   - Else:
     - Set LINK[LOCP] := LINK[LOC]. [Deletes node N.]
     - [End of If structure.]
2. [Return deleted node to the AVAIL list.]
   - Set LINK[LOC] := AVAIL and AVAIL := LOC.
3. Exit.
Figure 5.26 is the schematic diagram of the assignment

\[ \text{START} := \text{LINK}[\text{START}] \]

which effectively deletes the first node from the list. This covers the case when \( N \) is the first node.

![Fig. 5.26 START := LINK[START]](image)

Figure 5.27 is the schematic diagram of the assignment

\[ \text{LINK}[\text{LOCP}] := \text{LINK}[\text{LOC}] \]

which effectively deletes the node \( N \) when \( N \) is not the first node.

![Fig. 5.27 LINK[LOCP] := LINK[LOC]](image)

The simplicity of the algorithm comes from the fact that we are already given the location \( \text{LOCP} \) of the node which precedes node \( N \). In many applications, we must first find \( \text{LOCP} \).

**Deleting the Node with a Given ITEM of Information**

Let \( \text{LIST} \) be a linked list in memory. Suppose we are given an \( \text{ITEM} \) of information and we want to delete from the \( \text{LIST} \) the first node \( N \) which contains \( \text{ITEM} \). (If \( \text{ITEM} \) is a key value, then only one node can contain \( \text{ITEM} \).) Recall that before we can delete \( N \) from the list, we need to know the location of the node preceding \( N \). Accordingly, first we give a procedure which finds the location \( \text{LOC} \) of the node \( N \) containing \( \text{ITEM} \) and the location \( \text{LOCP} \) of the node preceding node \( N \). If \( N \) is the first node, we set \( \text{LOCP} = \text{NULL} \), and if \( \text{ITEM} \) does not appear in \( \text{LIST} \), we set \( \text{LOC} = \text{NULL} \). (This procedure is similar to Procedure 5.6.)

Traverse the list, using a pointer variable \( \text{PTR} \) and comparing \( \text{ITEM} \) with \( \text{INFO}[\text{PTR}] \) at each node. While traversing, keep track of the location of the preceding node by using a pointer variable \( \text{SAVE} \), as pictured in Fig. 5.20. Thus \( \text{SAVE} \) and \( \text{PTR} \) are updated by the assignments

\[ \text{SAVE} := \text{PTR} \quad \text{and} \quad \text{PTR} := \text{LINK}[\text{PTR}] \]

The traversing continues as long as \( \text{INFO}[\text{PTR}] \neq \text{ITEM} \), or in other words, the traversing stops as soon as \( \text{ITEM} = \text{INFO}[\text{PTR}] \). Then \( \text{PTR} \) contains the location \( \text{LOC} \) of node \( N \) and \( \text{SAVE} \) contains the location \( \text{LOCP} \) of the node preceding \( N \).
The formal statement of our procedure follows. The cases where the list is empty or where INFO[START] = ITEM (i.e., where node N is the first node) are treated separately, since they do not involve the variable SAVE.

**Procedure 5.9: FINDB(INFO, LINK, START, ITEM, LOC, LOCP)**

This procedure finds the location LOC of the first node N which contains ITEM and the location LOCP of the node preceding N. If ITEM does not appear in the list, then the procedure sets LOC = NULL; and if ITEM appears in the first node, then it sets LOCP = NULL.

1. [List empty?] If START = NULL, then:
   Set LOC := NULL and LOCP := NULL, and Return.
   [End of If structure.]
2. [ITEM in first node?] If INFO[START] = ITEM, then:
   Set LOC := START and LOCP = NULL, and Return.
   [End of If structure.]
4. Repeat Steps 5 and 6 while PTR ≠ NULL.
5. If INFO[PTR] = ITEM, then:
   Set LOC := PTR and LOCP := SAVE, and Return.
   [End of If structure.]
   [End of Step 4 loop.]
7. Set LOC := NULL. [Search unsuccessful.]
8. Return.

Now we can easily present an algorithm to delete the first node N from a linked list which contains a given ITEM of information. The simplicity of the algorithm comes from the fact that the task of finding the location of N and the location of its preceding node has already been done in Procedure 5.9.

**Algorithm 5.10: DELETE(INFO, LINK, START, AVAIL, ITEM)**

This algorithm deletes from a linked list the first node N which contains the given ITEM of information.

1. [Use Procedure 5.9 to find the location of N and its preceding node.]
   Call FINDB(INFO, LINK, START, ITEM, LOC, LOCP)
2. If LOC = NULL, then: Write: ITEM not in list, and Exit.
3. [Delete node.]
   If LOCP = NULL, then:
   Set START := LINK[START]. [Deletes first node.]
   Else:
   Set LINK[LOCP] := LINK[LOC].
   [End of If structure.]
4. [Return deleted node to the AVAIL list.]
   Set LINK[LOC] := AVAIL and AVAIL := LOC.
5. Exit.
Remark: The reader may have noticed that Steps 3 and 4 in Algorithm 5.10 already appear in Algorithm 5.8. In other words, we could replace the steps by the following Call statement:

\[
\text{Call DEL(INFO, LINK, START, AVAIL, LOC, LOCP)}
\]

This would conform to the usual programming style of modularity.

**Example 5.17**

Consider the list of patients in Fig. 5.21. Suppose the patient Green is discharged. We simulate Procedure 5.9 to find the location LOC of Green and the location LOCP of the patient preceding Green. Then we simulate Algorithm 5.10 to delete Green from the list. Here ITEM = Green, INFO = BED, START = 5 and AVAIL = 2.

![Diagram of patient list](image)

*Fig. 5.28*

(a) FINDB(BED, LINK, START, ITEM, LOC, LOCP)

1. Since START ≠ NULL, control is transferred to Step 2.
4. Steps 5 and 6 are repeated as follows:
   (c) BED[8] = Green, so we have:
      LOC = PTR = 8 and LOCP = SAVE = 11, and Return.
5.9 HEADER LINKED LISTS

A header linked list is a linked list which always contains a special node, called the header node, at the beginning of the list. The following are two kinds of widely used header lists:

1. A grounded header list is a header list where the last node contains the null pointer. (The term “grounded” comes from the fact that many texts use the electrical ground symbol to indicate the null pointer.)

2. A circular header list is a header list where the last node points back to the header node.

Figure 5.29 contains schematic diagrams of these header lists. Unless otherwise stated or implied, our header lists will always be circular. Accordingly, in such a case, the header node also acts as a sentinel indicating the end of the list.

Observe that the list pointer START always points to the header node. Accordingly, LINK[START] = NULL indicates that a grounded header list is empty, and LINK[START] = START indicates that a circular header list is empty.

Although our data may be maintained by header lists in memory, the AVAIL list will always be maintained as an ordinary linked list.
Example 5.18

Consider the personnel file in Fig. 5.11. The data may be organized as a header list as in Fig. 5.30. Observe that LOC = 5 is now the location of the header record. Therefore, START = 5, and since Rubin is the last employee, LINK[10] = 5. The header record may also be used to store information about the entire file. For example, we let SSN[5] = 9 indicate the number of employees, and we let SALARY[5] = 191 600 indicate the total salary paid to the employees.

![Diagram](image)

The term "node," by itself, normally refers to an ordinary node, not the header node, when used with header lists. Thus the first node in a header list is the node following the header node, and the location of the first node is LINK[START], not START, as with ordinary linked lists.

Algorithm 5.11, which uses a pointer variable PTR to traverse a circular header list, is essentially the same as Algorithm 5.1, which traverses an ordinary linked list, except that now the algorithm (1) begins with PTR = LINK[START] (not PTR = START) and (2) ends when PTR = START (not PTR = NULL).

Circular header lists are frequently used instead of ordinary linked lists because many operations are much easier to state and implement using header lists. This comes from the following two properties of circular header lists:

1. The null pointer is not used, and hence all pointers contain valid addresses.
(2) Every (ordinary) node has a predecessor, so the first node may not require a special case.
   The next example illustrates the usefulness of these properties.

Algorithm 5.11: (Traversing a Circular Header List) Let LIST be a circular header list in
memory. This algorithm traverses LIST, applying an operation PROCESS to
each node of LIST.
1. Set PTR := LINK[START]. [Initializes the pointer PTR.]
2. Repeat Steps 3 and 4 while PTR ≠ START:
   3. Apply PROCESS to INFO[PTR].
   4. Set PTR := LINK[PTR]. [PTR now points to the next node.]
      [End of Step 2 loop.]
5. Exit.

Example 5.19

Suppose LIST is a linked list in memory, and suppose a specific ITEM of information is
given.
(a) Algorithm 5.2 finds the location LOC of the first node in LIST which contains
ITEM when LIST is an ordinary linked list. The following is such an algorithm
when LIST is a circular header list.

Algorithm 5.12: SRCCHHL(INFO, LINK, START, ITEM, LOC)
LIST is a circular header list in memory. This algorithm finds
the location LOC of the node where ITEM first appears in LIST
or sets LOC = NULL.
1. Set PTR := LINK[START].
2. Repeat while INFO[PTR] ≠ ITEM and PTR ≠ START:
   Set PTR := LINK[PTR]. [PTR now points to the next node.]
      [End of loop.]
3. If INFO[PTR] = ITEM, then:
   Set LOC := PTR.
   Else:
      Set LOC := NULL.
      [End of If structure.]
4. Exit.

The two tests which control the searching loop (Step 2 in Algorithm 5.12) were
not performed at the same time in the algorithm for ordinary linked lists; that
is, we did not let Algorithm 5.2 use the analogous statement

Repeat while INFO[PTR] ≠ ITEM and PTR ≠ NULL;

because for ordinary linked lists INFO[PTR] is not defined when PTR = NULL.
(b) Procedure 5.9 finds the location LOC of the first node N which contains ITEM
and also the location LOCP of the node preceding N when LIST is an ordinary
linked list. The following is such a procedure when LIST is a circular header list.
Procedure 5.13: FINDBHL(INFO, LINK, START, ITEM, LOC, LOCP)

1. Set SAVE := START and PTR := LINK[START]. [Initializes pointers.]
2. Repeat while INFO[PTR] ≠ ITEM and PTR ≠ START.
   Set SAVE := PTR and PTR := LINK[PTR]. [Updates pointers.]
   [End of loop.]
3. If INFO[PTR] = ITEM, then:
   Set LOC := PTR and LOCP := SAVE.
   Else:
   Set LOC := NULL and LOCP := SAVE.
   [End of If structure.]
4. Exit.

Observe the simplicity of this procedure compared with Procedure 5.9. Here we did not have to consider the special case when ITEM appears in the first node, and here we can perform at the same time the two tests which control the loop.

(c) Algorithm 5.10 deletes the first node N which contains ITEM when LIST is an ordinary linked list. The following is such an algorithm when LIST is a circular header list.

Algorithm 5.14: DELLOCHL(INFO, LINK, START, AVAIL, ITEM)

1. [Use Procedure 5.13 to find the location of N and its preceding node.]
   Call LINDBHL(INFO, LINK, START, ITEM, LOC, LOCP).
2. If LOC = NULL, then: Write: ITEM not in list, and Exit.
4. [Return deleted node to the AVAIL list.]
   Set LINK[LOC] := AVAIL and AVAIL := LOC.
5. Exit.

Again we did not have to consider the special case when ITEM appears in the first node, as we did in Algorithm 5.10.

Remark: There are two other variations of linked lists which sometimes appear in the literature:

(1) A linked list whose last node points back to the first node instead of containing the null pointer, called a circular list

(2) A linked list which contains both a special header node at the beginning of the list and a special trailer node at the end of the list

Figure 5.31 contains schematic diagrams of these lists.
**Polynomials**

Header linked lists are frequently used for maintaining polynomials in memory. The header node plays an important part in this representation, since it is needed to represent the zero polynomial. This representation of polynomials will be presented in the context of a specific example.

**Example 5.20**

Let $p(x)$ denote the following polynomial in one variable (containing four nonzero terms):

$$p(x) = 2x^8 - 5x^7 - 3x^2 + 4$$

Then $p(x)$ may be represented by the header list pictured in Fig. 5.32(a), where each node corresponds to a nonzero term of $p(x)$. Specifically, the information part of the node is divided into two fields representing, respectively, the coefficient and the exponent of the corresponding term, and the nodes are linked according to decreasing degree.

Observe that the list pointer variable POLY points to the header node, whose exponent field is assigned a negative number, in this case $-1$. Here the array representation of the list will require three linear arrays, which we will call COEF, EXP and LINK. One such representation appears in Fig. 5.32(b).

### 5.10 TWO-WAY LISTS

Each list discussed above is called a one-way list, since there is only one way that the list can be traversed. That is, beginning with the list pointer variable START, which points to the first node or the header node, and using the nextpointer field LINK to point to the next node in the list, we can traverse the list in only one direction. Furthermore, given the location LOC of a node N in such a
list, one has immediate access to the next node in the list (by evaluating \( \text{LINK}[\text{LOC}] \)), but one does not have access to the preceding node without traversing part of the list. This means, in particular, that one must traverse that part of the list preceding \( N \) in order to delete \( N \) from the list.

This section introduces a new list structure, called a two-way list, which can be traversed in two directions: in the usual forward direction from the beginning of the list to the end, or in the backward direction from the end of the list to the beginning. Furthermore, given the location LOC of a node \( N \) in the list, one now has immediate access to both the next node and the preceding node in the list. This means, in particular, that one is able to delete \( N \) from the list without traversing any part of the list.

A two-way list is a linear collection of data elements, called nodes, where each node \( N \) is divided into three parts:

1. An information field \( \text{INFO} \) which contains the data of \( N \)
2. A pointer field \( \text{FORW} \) which contains the location of the next node in the list
3. A pointer field \( \text{BACK} \) which contains the location of the preceding node in the list

The list also requires two list pointer variables: \( \text{FIRST} \), which points to the first node in the list, and \( \text{LAST} \), which points to the last node in the list. Figure 5.33 contains a schematic diagram of such a list. Observe that the null pointer appears in the \( \text{FORW} \) field of the last node in the list and also in the \( \text{BACK} \) field of the first node in the list.
Fig. 5.33 Two-way List

Observe that, using the variable FIRST and the pointer field FORW, we can traverse a two-way list in the forward direction as before. On the other hand, using the variable LAST and the pointer field BACK, we can also traverse the list in the backward direction.

Suppose LOCA and LOCB are the locations, respectively, of nodes A and B in a two-way list. Then the way that the pointers FORW and BACK are defined gives us the following:

Pointer property: \( \text{FORW}[\text{LOCA}] = \text{LOCB} \) if and only if \( \text{BACK}[\text{LOCB}] = \text{LOCA} \)

In other words, the statement that node B follows node A is equivalent to the statement that node A precedes node B.

Two-way lists may be maintained in memory by means of linear arrays in the same way as one-way lists except that now we require two pointer arrays, FORW and BACK, instead of one pointer array LINK, and we require two list pointer variables, FIRST and LAST, instead of one list pointer variable START. On the other hand, the list AVAIL of available space in the arrays will still be maintained as a one-way list—using FORW as the pointer field—since we delete and insert nodes only at the beginning of the AVAIL list.

Example 5.21

Consider again the data in Fig. 5.9, the 9 patients in a ward with 12 beds. Figure 5.34 shows how the alphabetical listing of the patients can be organized into a two-way list. Observe that the values of FIRST and the pointer field FORW are the same, respectively, as the values of START and the array LINK; hence the list can be traversed alphabetically as before. On the other hand, using LAST and the pointer array BACK, the list can also be traversed in reverse alphabetical order. That is, LAST points to Samuels, the pointer field BACK of Samuels points to Nelson, the pointer field BACK of Nelson points to Maxwell, and so on.

Two-Way Header Lists

The advantages of a two-way list and a circular header list may be combined into a two-way circular header list as pictured in Fig. 5.35. The list is circular because the two end nodes point back to the header node. Observe that such a two-way list requires only one list pointer variable START, which points to the header node. This is because the two pointers in the header node point to the two ends of the list.
Example 5.22

Consider the personnel file in Fig. 5.30, which is organized as a circular header list. The data may be organized into a two-way circular header list by simply adding another array BACK, which gives the locations of preceding nodes. Such a structure is pictured in Fig. 5.36, where LINK has been renamed FORW. Again, the AVAIL list is maintained only as a one-way list.

Operations on Two-Way Lists

Suppose LIST is a two-way list in memory. This subsection discusses a number of operations on LIST.
Traversing

Suppose we want to traverse LIST in order to process each node exactly once. Then we can use Algorithm 5.1 if LIST is an ordinary two-way list, or we can use Algorithm 5.11 if LIST contains a header node. Here it is of no advantage that the data are organized as a two-way list rather than as a one-way list.

Searching

Suppose we are given an ITEM of information—a key value—and we want to find the location LOC of ITEM in LIST. Then we can use Algorithm 5.2 if LIST is an ordinary two-way list, or we can use Algorithm 5.12 if LIST has a header node. Here the main advantage is that we can search for ITEM in the backward direction if we have reason to suspect that ITEM appears near the end of the list. For example, suppose LIST is a list of names sorted alphabetically. If ITEM = Smith, then we would search LIST in the backward direction, but if ITEM = Davis, then we would search LIST in the forward direction.

Deleting

Suppose we are given the location LOC of a node N in LIST, and suppose we want to delete N from the list. We assume that LIST is a two-way circular header list. Note that BACK[LOC] and FORW[LOC] are the locations, respectively, of the nodes which precede and follow node N. Accordingly, as pictured in Fig. 5.37, N is deleted from the list by changing the following pair of pointers:
FORW[BACK[LOC]] := FORW[LOC] and BACK[FORW[LOC]] := BACK[LOC]

The deleted node N is then returned to the AVAIL list by the assignments:

FORW[LOC] := AVAIL and AVAIL := LOC

The formal statement of the algorithm follows.

Algorithm 5.15: DELTWL(INFO, FORW, BACK, START, AVAIL, LOC)

1. [Delete node.]
   Set FORW[BACK[LOC]] := FORW[LOC] and
   BACK[FORW[LOC]] := BACK[LOC].
2. [Return node to AVAIL list.]
   Set FORW[LOC] := AVAIL and AVAIL := LOC.
3. Exit.

Here we see one main advantage of a two-way list: If the data were organized as a one-way list, then, in order to delete N, we would have to traverse the one-way list to find the location of the node preceding N.

Inserting

Suppose we are given the locations LOCA and LOCB of adjacent nodes A and B in LIST, and suppose we want to insert a given ITEM of information between nodes A and B. As with a one-way list, first we remove the first node N from the AVAIL list, using the variable NEW to keep track of its location, and then we copy the data ITEM into the node N; that is, we set:

NEW := AVAIL, AVAIL := FORW[AVAIL], INFO[NEW] := ITEM

Now, as pictured in Fig. 5.38, the node N with contents ITEM is inserted into the list by changing the following four pointers:

FORW[LOCA] := NEW, FORW[NEW] := LOCB

The formal statement of our algorithm follows.

Algorithm 5.16: INSTWL(INFO, FORW, BACK, START, AVAIL, LOCA, LOCB, ITEM)

1. [OVERFLOW?] If AVAIL = NULL, then: Write: OVERFLOW, and Exit.
2. [Remove node from AVAIL list and copy new data into node.] Set NEW := AVAIL, AVAIL := FORW[AVAIL], INFO[NEW] := ITEM.
3. [Insert node into list.]
   Set FORW[LOCA] := NEW, FORW[NEW] := LOCB,
4. Exit.

Algorithm 5.16 assumes that LIST contains a header node. Hence LOCA or LOCB may point to
the header node, in which case N will be inserted as the first node or the last node. If LIST does
not contain a header node, then we must consider the case that LOCA = NULL and N is inserted as
the first node in the list, and the case that LOCB = NULL and N is inserted as the last node in the
list.

Rémark: Generally speaking, storing data as a two-way list, which requires extra space for the
backward pointers and extra time to change the added pointers, rather than as a one-way list is not
worth the expense unless one must frequently find the location of the node which precedes a given
node N, as in the deletion above.

SOLVED PROBLEMS

Linked Lists

5.1 Find the character strings stored in the four linked lists in Fig. 5.39.

Here the four list pointers appear in an array CITY. Beginning with CITY[1], traverse the
list, by following the pointers, to obtain the string PARIS. Beginning with CITY[2], traverse
the list to obtain the string LONDON. Since NULL appears in CITY[3], the third list is
empty, so it denotes Λ, the empty string. Beginning with CITY[4], traverse the list to obtain
the string ROME. In other words, PARIS, LONDON, Λ and ROME are the four strings.
5.2 The following list of names is assigned (in order) to a linear array INFO:

Mary, June, Barbara, Paula, Diana, Audrey, Karen, Nancy, Ruth, Eileen, Sandra, Helen


The alphabetical listing of the names follows:

Audrey, Barbara, Diana, Eileen, Helen, June, Karen, Mary, Nancy, Paula, Ruth, Sandra

The values of START and LINK are obtained as follows:


And so on. Since INFO[11] = Sandra is the last name, assign LINK[11] = NULL. Figure 5.40 shows the data structure where, assuming INFO has space for only 12 elements, we set AVAIL = NULL.
5.3 Let LIST be a linked list in memory. Write a procedure which
(a) Finds the number NUM of times a given ITEM occurs in LIST
(b) Finds the number NUM of nonzero elements in LIST
(c) Adds a given value K to each element in LIST

Each procedure uses Algorithm 5.1 to traverse the list.

(a) Procedure P5.3A: 1. Set NUM := 0. [Initializes counter.]
2. Call Algorithm 5.1, replacing the processing step by:
   If INFO[ PTR ] = ITEM, then: Set NUM := NUM + 1.
3. Return
(b) Procedure P5.3B: 1. Set NUM := 0. [Initializes counter.]
2. Call Algorithm 5.1, replacing the processing step by:
   If INFO[ PTR ] ≠ 0, then: Set NUM := NUM + 1.
3. Return.
(c) Procedure P5.3C: 1. Call Algorithm 5.1, replacing the processing step by:
   Set INFO[ PTR ] := INFO[ PTR ] + K.
2. Return.

5.4 Consider the alphabetized list of patients in Fig. 5.9. Determine the changes in the data
structure if (a) Walters is added to the list and then (b) Kirk is deleted from the list.

(a) Observe that Walters is put in bed 10, the first available bed, and Walters is inserted
    after Samuels, who is the last patient on the list. The three changes in the pointer fields
    follow:
1. LINK[9] = 10. [Now Samuels points to Walters.]
2. LINK[10] = 0. [Now Walters is the last patient in the list.]
3. AVAIL = 2. [Now AVAIL points to the next available bed.]

(b) Since Kirk is discharged, BED[1] is now empty. The following three changes in the pointer fields must be executed:

\[
\text{LINK}[8] = 7 \quad \text{LINK}[1] = 2 \quad \text{AVAIL} = 1
\]

By the first change, Green, who originally preceded Kirk, now points to Lane, who originally followed Kirk. The second and third changes add the new empty bed to the AVAIL list. We emphasize that before making the deletion, we had to find the node BED[8], which originally pointed to the deleted node BED[1].

Figure 5.41 shows the new data structure.

---

5.5 Suppose LIST is in memory. Write an algorithm which deletes the last node from LIST.

The last node can be deleted only when one also knows the location of the next-to-last node. Accordingly, traverse the list using a pointer variable PTR, and keep track of the preceding node using a pointer variable SAVE. PTR points to the last node when LINK[PTR] = NULL, and in such a case, SAVE points to the next to last node. The case that LIST has only one node is treated separately, since SAVE can be defined only when the list has 2 or more elements. The algorithm follows.

**Algorithm P5.5: DELLST(INFO, LINK, START, AVAIL)**

1. [List empty?] If START = NULL, then Write: UNDERFLOW, and Exit.
2. [List contains only one element?]
   If LINK[START] = NULL, then:
   
   (a) Set START := NULL. [Removes only node from list.]
   (b) Set LINK[START] := AVAIL and AVAIL := START.  
       [Returns node to AVAIL list.]
   (c) Exit.

   [End of If structure.]

3. Set PTR := LINK[START] and SAVE := START. [Initializes pointers.]

4. Repeat while LINK[PTR] ≠ NULL. [Traverses list, seeking last node.]
   Set SAVE := PTR and PTR := LINK[PTR]. [Updates SAVE and PTR.]

   [End of loop.]

5. Set LINK[SAVE] := LINK[PTR]. [Removes last node.]

6. Set LINK[PTR] := AVAIL and AVAIL := PTR. [Returns node to AVAIL list.]

7. Exit.

5.6 Suppose NAME1 is a list in memory. Write an algorithm which copies NAME1 into a list NAME2.

First set NAME2 := NULL to form an empty list. Then traverse NAME1 using a pointer variable PTR, and while visiting each node of NAME1, copy its contents INFO[PTR] into a new node, which is then inserted at the end of NAME2. Use LOC to keep track of the last node of NAME2 during the traversal. (Figure 5.42 pictures PTR and LOC before the fourth node is added to NAME2.) Inserting the first node into NAME2 must be treated separately, since LOC is not defined until NAME2 has at least one node. The algorithm follows:

---

![Diagram](image-url)

Fig. 5.42
Algorithm P5.6: COPY(INFO, LINK, NAME1, NAME2, AVAIL)

This algorithm makes a copy of a list NAME1 using NAME2 as the list pointer variable of the new list.

1. Set NAME2 := NULL. [Forms empty list.]
2. [NAME1 empty?] If NAME1 = NULL, then: Exit.
3. [Insert first node of NAME1 into NAME2.]
   Call INSLOC(INFO, LINK, NAME2, AVAIL, NULL, INFO[NAME1]) or:
   (a) If AVAIL = NULL, then: Write: OVERFLOW, and Exit.
   (b) Set NEW := AVAIL and AVAIL := LINK[AVAIL]. [Removes first node from AVAIL list.]
   (c) Set INFO[NEW] := INFO[NAME1]. [Copies data into new node.]
   (d) [Insert new node as first node in NAME2.]
      Set LINK[NEW] := NAME2 and NAME2 := NEW.
4. [Initializes pointers PTR and LOC.]
   Set PTR := LINK[NAME1] and LOC := NAME2.
5. Repeat Steps 6 and 7 while PTR ≠ NULL:
6. Call INSLOC(INFO, LINK, NAME2, AVAIL, LOC, INFO[PTR]) or:
   (a) If AVAIL = NULL, then: Write: OVERFLOW, and Exit.
   (b) Set NEW := AVAIL and AVAIL := LINK[AVAIL].
   (c) Set INFO[NEW] := INFO[PTR]. [Copies data into new node.]
   (d) [Insert new node into NAME2 after the node with location LOC.]
      Set LINK [NEW] := LINK[LOC]. and LINK[LOC] := NEW.
7. Set PTR := LINK[PTR] and LOC := LINK[LOC]. [Updates PTR and LOC]
   [End of Step 5 loop.]
8. Exit.

Header Lists, Two-Way Lists

5.7 Form header (circular) lists from the one-way lists in Fig. 5.11.

Choose TEST[1] as a header node for the list ALG, and TEST[16] as a header node for the list GEOM. Then, for each list:

(a) Change the list pointer variable so that it points to the header node.
(b) Change the header node so that it points to the first node in the list.
5.8 Find the polynomials POLY1 and POLY2 stored in Fig. 5.44.
Beginning with POLY1, traverse the list by following the pointers to obtain the polynomial
\[ p_1(x) = 3x^5 + 4x^3 + 6x - 5 \]
Beginning with POLY2, traverse the list by following the pointers to obtain the polynomial
\[ p_2(x) = 2x^8 + 7x^5 + 3x^2 \]
Here COEF[K] and EXP[K] contain, respectively, the coefficient and exponent of a term of the polynomial. Observe that the header nodes are assigned -1 in the EXP field.

5.9 Consider a polynomial \( p(x, y, z) \) in variables \( x, y \) and \( z \). Unless otherwise stated, the terms in \( p(x, y, z) \) will be ordered lexicographically. That is, first we order the terms according to decreasing degrees in \( x \); those with the same degree in \( x \) we order according to decreasing degrees in \( y \); those with the same degrees in \( x \) and \( y \) we order according to decreasing degrees in \( z \). Suppose
\[ p(x, y, z) = 8x^2y^2z - 6yz^8 + 3x^3yz + 2xy^7z - 5x^2y^3 - 4xy^7z^3 \]

(a) Rewrite the polynomial so that the terms are ordered.
(b) Suppose the terms are stored in the order shown in the problem statement in the linear arrays COEF, XEXP, YEXP and ZEXP, with the HEAD node first. Assign values to LINK so that the linked list contains the ordered sequence of terms.

(a) Note that \( 3x^3yz \) comes first, since it has the highest degree in \( x \). Note that \( 8x^2y^2z \) and \( -5x^2y^3 \) both have the same degree in \( x \) but \( -5x^2y^3 \) comes before \( 8x^2y^2z \), since its degree in \( y \) is higher. And so on. Finally we have
\[ p(x, y, z) = 3x^3yz - 5x^2y^3 + 8x^2y^2z - 4xy^7z^3 + 2xy^7z - 6yz^8 \]

(b) Figure 5.45 shows the desired data structure.

![Fig. 5.45](image)

5.10 Discuss the advantages, if any, of a two-way list over a one-way list for each of the following operations:

(a) Traversing the list to process each node
(b) Deleting a node whose location LOC is given
(c) Searching an unsorted list for a given element ITEM
(d) Searching a sorted list for a given element ITEM
(e) Inserting a node before the node with a given location LOC
(f) Inserting a node after the node with a given location LOC

(a) There is no advantage.
(b) The location of the preceding node is needed. The two-way list contains this information, whereas with a one-way list we must traverse the list.
(c) There is no advantage.
(d) There is no advantage unless we know that ITEM must appear at the end of the list, in which case we traverse the list backward. For example, if we are searching for Walker in an alphabetical listing, it may be quicker to traverse the list backward.
(e) As in part (b), the two-way list is more efficient.
(f) There is no advantage.

Remark: Generally speaking, a two-way list is not much more useful than a one-way list except in special circumstances.

5.11 Suppose LIST is a header (circular) list in memory. Write an algorithm which deletes the last node from LIST. (Compare with Solved Problem 5.5.)

The algorithm is the same as Algorithm P5.5, except now we can omit the special case when LIST has only one node. That is, we can immediately define SAVE when LIST is not empty.

Algorithm P5.11: DELLSTH(INFO, LINK, START, AVAIL)
This algorithm deletes the last node from the header list.

1. [List empty?] If LINK[START] = NULL, then: Write: UNDERFLOW, and Exit.
2. Set PTR := LINK[START] and SAVE := START. [Initializes pointers.]
3. Repeat while LINK[PTR] ≠ START: [Traverses list seeking last node.]
   Set SAVE := PTR and PTR := LINK[PTR]. [Updates SAVE and PTR.]
   [End of loop.]
5. Set LINK[PTR] := AVAIL and AVAIL := PTR. [Returns node to AVAIL list.]

5.12 Form two-way lists from the one-way header lists in Fig. 5.43.

Traverse the list ALG in the forward direction to obtain:

```
ALG 1 11 2 14 4
```
We require the backward pointers. These are calculated node by node. For example, the last node (with location LOC = 4) must point to the next-to-last node (with location LOC = 14). Hence

\[ \text{BACK}[4] = 14 \]

The next-to-last node (with location LOC = 14) must point to the preceding node (with location LOC = 2). Hence

\[ \text{BACK}[14] = 2 \]

And so on. The header node (with location LOC = 1) must point to the last node (with location 4). Hence

\[ \text{BACK}[1] = 4 \]

A similar procedure is done with the list GEOM. Figure 5.46 pictures the two-way list. Note that there is no difference between the arrays LINK and FORW. That is, only the array BACK need be calculated.
Linked Lists

5.1 Figure 5.47 is a list of five hospital patients and their room numbers. (a) Fill in values for NSTART and NLINK so that they form an alphabetical listing of the names. (b) Fill in values for RSTART and RLINK so that they form an ordering of the room numbers.

<table>
<thead>
<tr>
<th></th>
<th>NAME</th>
<th>ROOM</th>
<th>NLINK</th>
<th>RLINK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Brown</td>
<td>650</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Smith</td>
<td>422</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Adams</td>
<td>704</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Jones</td>
<td>462</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Burns</td>
<td>632</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5.47

5.2 Figure 5.48 pictures a linked list in memory.

<table>
<thead>
<tr>
<th></th>
<th>INFO</th>
<th>LINK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>C</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>D</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>E</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 5.48

(a) Find the sequence of characters in the list.
(b) Suppose F and then C are deleted from the list and then G is inserted at the beginning of the list. Find the final structure.
(c) Suppose C and then F are deleted from the list and then G is inserted at the beginning of the list. Find the final structure.
(d) Suppose G is inserted at the beginning of the list and then F and then C are deleted from the structure. Find the final structure.
5.3 Suppose LIST is a linked list in memory consisting of numerical values. Write a procedure for each of the following:

   (a) Finding the maximum MAX of the values in LIST
   (b) Finding the average MEAN of the values in LIST
   (c) Finding the product PROD of the elements in LIST

5.4 Given an integer K, write a procedure which deletes the Kth element from a linked list.

5.5 Write a procedure which adds a given ITEM of information at the end of a list.

5.6 Write a procedure which removes the first element of a list and adds it to the end of the list without changing any values in INFO. (Only START and LINK may be changed.)

5.7 Write a procedure SWAP(INFO, LINK, START, K) which interchanges the Kth and K + 1st elements in the list without changing any values in INFO.

5.8 Write a procedure SORT(INFO, LINK, START) which sorts a list without changing any values in INFO. (Hint: Use the procedure SWAP in Supplementary Problem 5.14 together with a bubble sort.)

5.9 Suppose AAA and BBB are sorted linked lists with distinct elements, both maintained in INFO and LINK. Write a procedure which combines the lists into a single sorted linked list CCC without changing any values in INFO.

Supplementary Problems 5.10 to 5.12 refer to character strings which are stored as linked lists with one character per node and use the same arrays INFO and LINK.

5.10 Suppose STRING is a character string in memory.

   (a) Write a procedure which prints SUBSTRING(STRING, K, N), which is the substring of STRING beginning with the Kth character and of length N.
   (b) Write a procedure which creates a new string SUBKN in memory where

       \[ \text{SUBKN} = \text{SUBSTRING}(\text{STRING}, K, N) \]

5.11 Suppose STR1 and STR2 are character strings in memory. Write a procedure which creates a new string STR3 which is the concatenation of STR1 and STR2.

5.12 Suppose TEXT and PATTERN are strings in memory. Write a procedure which finds the value of INDEX(TEXT, PATTERN), the position where PATTERN first occurs as a substring of TEXT.

**Header Lists; Two-Way Lists**

5.13 Character strings are stored in the three linked lists in Fig. 5.49. (a) Find the three strings. (b) Form circular header lists from the one-way lists using CHAR[20], CHAR[19] and CHAR[18] as header nodes.
5.14 Find the polynomials stored in the three header lists in Fig. 5.50.

5.15 Consider the following polynomial:

\[ p(x, y, z) = 2xy^2z^3 + 3x^2yz^2 + 4xy^3z + 5x^2y^2 + 6y^3z + 7x^3z + 8xy^2z^5 + 9 \]

(a) Rewrite the polynomial so that the terms are ordered lexicographically.

(b) Suppose the terms are stored in the order shown here in parallel arrays COEF, XEXP, YEXP and ZEXP with the header node first. (Thus COEF[K] = K for K = 2,3, ..., 9.) Assign values to an array LINK so that the linked list contains the ordered sequence of terms. (See Solved Problem 5.9.)
5.16 Write a procedure HEAD(INFO, LINK, START, AVAIL) which forms a header circular list from an ordinary one-way list.

5.17 Redo Supplementary Problems 5.4–5.8 using a header circular list rather than an ordinary one-way list. (Observe that the algorithms are now much simpler.)

5.18 Suppose POLY1 and POLY2 are polynomials (in one variable) which are stored as header circular lists using the same parallel arrays COEF, EXP and LINK. Write a procedure

\[
\text{ADD(COEF, EXP, LINK, POLY1, POLY2, AVAIL, SUMPOLY)}
\]

which finds the sum SUMPOLY of POLY1 and POLY2 (and which is also stored in memory using COEF, EXP and LINK).

5.19 For the polynomials POLY1 and POLY2 in Supplementary Problem 5.18, write a procedure

\[
\text{MULT(COEF, EXP, LINK, POLY1, POLY2, AVAIL, PRODPOLY)}
\]

which finds the product PRODPOLY of the polynomials POLY1 and POLY2.
5.20 Form two-way circular header lists from the one-way lists in Fig. 5.49 using, as in Supplementary Problem 5.13, CHAR[20], CHAR[19] and CHAR[18] as header nodes.

5.21 Given an integer K, write a procedure

\[ \text{DELK(INFO, FORW, BACK, START, AVAIL, K)} \]

which deletes the Kth element from a two-way circular header list.

5.22 Suppose LIST(INFO, LINK, START, AVAIL) is a one-way circular header list in memory. Write a procedure

\[ \text{TOWAY(INFO, LINK, BACK, START)} \]

which assigns values to a linear array BACK to form a two-way list from the one-way list.

Programming Problems 5.1 to 5.6 refer to the data structure in Fig. 5.51, which consists of four alphabetized lists of clients and their respective lawyers.

5.1 Write a program which reads an integer K and prints the list of clients of lawyer K. Test the program for each K.

5.2 Write a program which prints the name and lawyer of each client whose age is L or higher. Test the program using (a) \( L = 41 \) and (b) \( L = 48 \).

5.3 Write a program which reads the name LLL of a lawyer and prints the lawyer's list of clients. Test the program using (a) Rogers, (b) Baker and (c) Levine.

5.4 Write a program which reads the NAME of a client and prints the client's name, age and lawyer. Test the program using (a) Newman, (b) Ford, (c) Rivers and (d) Hall.

5.5 Write a program which reads the NAME of the client and deletes the client's record from the structure. Test the program using (a) Lewis, (b) Klein and (c) Parker.

5.6 Write a program which reads the record of a new client, consisting of the client's name, age and lawyer, and inserts the record into the structure. Test the program using (a) Jones, 36, Levine; and (b) Olsen, 44, Nelson.

Programming Problems 5.7 to 5.12 refer to the alphabetized list of employee records in Fig. 5.30, which are stored as a circular header list.

5.7 Write a program which prints out the entire alphabetized list of employee records.
5.8 Write a program which reads the name NNN of an employee and prints the employee's record. Test the program using (a) Evans, (b) Smith and (c) Lewis.
5.9 Write a program which reads the social security number SSS of an employee and prints the employee's record. Test the program using (a) 165-64-3351, (b) 136-46-6262 and (c) 177-44-5555.

5.10 Write a program which reads an integer K and prints the name of each male employee when K = 1 or of each female employee when K = 2. Test the program using (a) K = 2, (b) K = 5 and (c) K = 1.

5.11 Write a program which reads the name NNN of an employee and deletes the employee's record from the structure. Test the program using (a) Davis, (b) Jones and (c) Rubin.

5.12 Write a program which reads the record of a new employee and inserts the record into the file. Test the program using (a) Fletcher, 168-52-3388, Female, 21 000; and (b) Nelson, 175-32-2468, Male, 19 000.

Remark: Remember to update the header record whenever there is an insertion or a deletion.
Chapter Six

Stacks, Queues, Recursion

6.1 INTRODUCTION

The linear lists and linear arrays discussed in the previous chapters allowed one to insert and delete elements at any place in the list—at the beginning, at the end, or in the middle. There are certain frequent situations in computer science when one wants to restrict insertions and deletions so that they can take place only at the beginning or the end of the list, not in the middle. Two of the data structures that are useful in such situations are stacks and queues.

(A stack is a linear structure in which items may be added or removed only at one end.) Figure 6.1 pictures three everyday examples of such a structure: a stack of dishes, a stack of pennies and a stack of folded towels. Observe that an item may be added or removed only from the top of any of the stacks. This means, in particular, that the last item to be added to a stack is the first item to be removed. (Accordingly, stacks are also called last-in first-out (LIFO) lists. Other names used for stacks are “piles” and “push-down lists.” Although the stack may seem to be a very restricted type of data structure, it has many important applications in computer science.)

A queue is a linear list in which items may be added only at one end and items may be removed only at the other end. The name “queue” likely comes from the everyday use of the term. Consider a queue of people waiting at a bus stop, as pictured in Fig. 6.2. Each new person who comes takes his or her place at the end of the line, and when the bus comes, the people at the front of the line board first. Clearly, the first person in the line is the first person to leave. Thus queues are also called first-in first-out (FIFO) lists. Another example of a queue is a batch of jobs waiting to be processed, assuming no job has higher priority than the others.

The notion of recursion is fundamental in computer science. This topic is introduced in this chapter because one way of simulating recursion is by means of a stack structure.
6.2 STACKS

A stack is a list of elements in which an element may be inserted or deleted only at one end, called the top of the stack. This means, in particular, that elements are removed from a stack in the reverse order of that in which they were inserted into the stack.

Special terminology is used for two basic operations associated with stacks:

(a) "Push" is the term used to insert an element into a stack.
(b) "Pop" is the term used to delete an element from a stack.

We emphasize that these terms are used only with stacks, not with other data structures.

Example 6.1

Suppose the following 6 elements are pushed, in order, onto an empty stack:

AAA, BBB, CCC, DDD, EEE, FFF

Figure 6.3 shows three ways of picturing such a stack. For notational convenience, we will frequently designate the stack by writing:

STACK: AAA, BBB, CCC, DDD, EEE, FFF

The implication is that the right-most element is the top element. We emphasize that, regardless of the way a stack is described, its underlying property is that insertions and deletions can occur only at the top of the stack. This means EEE cannot be deleted before FFF is deleted, DDD cannot be deleted before EEE and FFF are deleted, and so on. Consequently, the elements may be popped from the stack only in the reverse order of that in which they were pushed onto the stack.
Fig. 6.3 Diagrams of Stacks

Consider again the AVAIL list of available nodes discussed in Chapter 5. Recall that free nodes were removed only from the beginning of the AVAIL list, and that new available nodes were inserted only at the beginning of the AVAIL list. In other words, the AVAIL list was implemented as a stack. This implementation of the AVAIL list as a stack is only a matter of convenience rather than an inherent part of the structure. In the following subsection we discuss an important situation where the stack is an essential tool of the processing algorithm itself.

Postponed Decisions

Stacks are frequently used to indicate the order of the processing of data when certain steps of the processing must be postponed until other conditions are fulfilled. This is illustrated as follows.

Suppose that while processing some project A we are required to move on to project B, whose completion is required in order to complete project A. Then we place the folder containing the data of A onto a stack, as pictured in Fig. 6.4(a), and begin to process B. However, suppose that while processing B we are led to project C, for the same reason. Then we place B on the stack above A, as pictured in Fig. 6.4(b), and begin to process C. Furthermore, suppose that while processing C we are likewise led to project D. Then we place C on the stack above B, as pictured in Fig. 6.4(c), and begin to process D.

On the other hand, suppose we are able to complete the processing of project D. Then the only project we may continue to process is project C, which is on top of the stack. Hence we remove folder C from the stack, leaving the stack as pictured in Fig. 6.4(d), and continue to process C.
Similarly, after completing the processing of C, we remove folder B from the stack, leaving the stack as pictured in Fig. 6.4(e), and continue to process B. Finally, after completing the processing of B, we remove the last folder, A, from the stack, leaving the empty stack pictured in Fig. 6.4(f), and continue the processing of our original project A.

Observe that, at each stage of the above processing, the stack automatically maintains the order that is required to complete the processing. An important example of such a processing in computer science is where A is a main program and B, C and D are subprograms called in the order given.

### 6.3 ARRAY REPRESENTATION OF STACKS

Stacks may be represented in the computer in various ways, usually by means of a one-way list or a linear array. Unless otherwise stated or implied, each of our stacks will be maintained by a linear array STACK; a pointer variable TOP, which contains the location of the top element of the stack; and a variable MAXSTK which gives the maximum number of elements that can be held by the stack. The condition TOP = 0 or TOP = NULL will indicate that the stack is empty.

Figure 6.5 pictures such an array representation of a stack. (For notational convenience, the array is drawn horizontally rather than vertically.) Since TOP = 3, the stack has three elements, XXX, YYY and ZZZ; and since MAXSTK = 8, there is room for 5 more items in the stack.

The operation of adding (pushing) an item onto a stack and the operation of removing (popping) an item from a stack may be implemented, respectively, by the following procedures, called PUSH and POP. In executing the procedure PUSH, one must first test whether there is room in the stack for the new item; if not, then we have the condition known as overflow. Analogously, in executing the procedure POP, one must first test whether there is an element in the stack to be deleted; if not, then we have the condition known as underflow.
Procedure 6.1: PUSH(STACK, TOP, MAXSTK, ITEM)

This procedure pushes an ITEM onto a stack.

1. [Stack already filled?]
   If TOP = MAXSTK, then: Print: OVERFLOW, and Return.
2. Set TOP := TOP + 1. [Increases TOP by 1.]
4. Return.

Procedure 6.2: POP(STACK, TOP, ITEM)

This procedure deletes the top element of STACK and assigns it to the variable ITEM.

1. [Stack has an item to be removed?]
   If TOP = 0, then: Print: UNDERFLOW, and Return.
2. Set ITEM := STACK[TOP]. [Assigns TOP element to ITEM.]
3. Set TOP := TOP - 1. [Decreases TOP by 1.]
4. Return.

Frequently, TOP and MAXSTK are global variables; hence the procedures may be called using only

PUSH(STACK, ITEM) and POP(STACK, ITEM)

respectively. We note that the value of TOP is changed before the insertion in PUSH but the value of TOP is changed after the deletion in POP.

Example 6.2

(a) Consider the stack in Fig. 6.5. We simulate the operation PUSH(STACK, WWW):

1. Since TOP = 3, control is transferred to Step 2.
2. TOP = 3 + 1 = 4.
4. Return.

Note that WWW is now the top element in the stack.

(b) Consider again the stack in Fig. 6.5. This time we simulate the operation POP(STACK, ITEM):

1. Since TOP = 3, control is transferred to Step 2.
2. ITEM = ZZZ.
3. TOP = 3 − 1 = 2.
4. Return.

Observe that STACK[TOP] = STACK[2] = YYY is now the top element in the stack.
Minimizing Overflow

There is an essential difference between underflow and overflow in dealing with stacks. Underflow depends exclusively upon the given algorithm and the given input data, and hence there is no direct control by the programmer. Overflow, on the other hand, depends upon the arbitrary choice of the programmer for the amount of memory space reserved for each stack, and this choice does influence the number of times overflow may occur.

Generally speaking, the number of elements in a stack fluctuates as elements are added to or removed from a stack. Accordingly, the particular choice of the amount of memory for a given stack involves a time-space tradeoff. Specifically, initially reserving a great deal of space for each stack will decrease the number of times overflow may occur; however, this may be an expensive use of the space if most of the space is seldom used. On the other hand, reserving a small amount of space for each stack may increase the number of times overflow occurs; and the time required for resolving an overflow, such as by adding space to the stack, may be more expensive than the space saved.

Various techniques have been developed which modify the array representation of stacks so that the amount of space reserved for more than one stack may be more efficiently used. Most of these techniques lie beyond the scope of this text. We do illustrate one such technique in the following example.

Example 6.3

Suppose a given algorithm requires two stacks, A and B. One can define an array STACKA with \( n_1 \) elements for stack A and an array STACKB with \( n_2 \) elements for stack B. Overflow will occur when either stack A contains more than \( n_1 \) elements or stack B contains more than \( n_2 \) elements.

Suppose instead that we define a single array STACK with \( n = n_1 + n_2 \) elements for stacks A and B together. As pictured in Fig. 6.6, we define STACK[1] as the bottom of stack A and let A “grow” to the right, and we define STACK[n] as the bottom of stack B and let B “grow” to the left. In this case, overflow will occur only when A and B together have more than \( n = n_1 + n_2 \) elements. This technique will usually decrease the number of times overflow occurs even though we have not increased the total amount of space reserved for the two stacks. In using this data structure, the operations of PUSH and POP will need to be modified.

![Fig. 6.6](image-url)
6.4 LINKED REPRESENTATION OF STACKS

In this section we discuss the representation of stacks using a one-way list or singly linked list. The advantages of linked lists over arrays have already been underlined. It is in this perspective that one appreciates the use of a linked list for stacks in comparison to that of arrays.

The linked representation of a stack, commonly termed linked stack is a stack that is implemented using a singly linked list. The INFO fields of the nodes hold the elements of the stack and the LINK fields hold pointers to the neighboring element in the stack. The START pointer of the linked list behaves as the TOP pointer variable of the stack and the null pointer of the last node in the list signals the bottom of stack. Figure 6.7 illustrates the linked representation of the stack STACK shown in Fig. 6.5.

![Fig. 6.7](image)

A push operation into STACK is accomplished by inserting a node into the front or start of the list and a pop operation is undertaken by deleting the node pointed to by the START pointer. Figure 6.8 and Fig. 6.9 illustrate the push and pop operation on the linked stack STACK shown in Fig. 6.7.

![Fig. 6.8](image)

![Fig. 6.9](image)
The array representation of a stack calls for the maintenance of a variable MAXSTK which gives the maximum number of elements that can be held by the stack. Also, it calls for the checking of OVERFLOW in the case of push operation (TOP=MAXSTK) and UNDERFLOW in the case of pop operation (TOP=0). In contrast, the linked representation of stacks is free of these requirements. There is no limitation on the capacity of the linked stack and hence it can support as many push operations (insertion of nodes) as the free-storage list (the AVAIL list) can support. This dispenses with the need to maintain the MAXSTK variable and consequently on the checking of OVERFLOW of the linked stack during a push operation.

Procedure 6.3: PUSH_LINKSTACK(INFO, LINK, TOP, AVAIL, ITEM)

This procedure pushes an ITEM into a linked stack

1. [Available space?] If AVAIL = NULL, then Write OVERFLOW and Exit
2. [Remove first node from AVAIL list]
   Set NEW := AVAIL and AVAIL := LINK[AVAIL].
3. Set INFO[NEW] := ITEM [Copies ITEM into new node]
4. Set LINK[NEW] := TOP [New node points to the original top node in the stack]
5. Set TOP = NEW [Reset TOP to point to the new node at the top of the stack]

Procedure 6.4: POP_LINKSTACK(INFO, LINK, TOP, AVAIL, ITEM)

This procedure deletes the top element of a linked stack and assigns it to the variable ITEM

1. [Stack has an item to be removed?]
   IF TOP = NULL then Write: UNDERFLOW and Exit.
2. Set ITEM := INFO[TOP] [Copies the top element of stack into ITEM]
3. Set TEMP := TOP and TOP = LINK[TOP]
   [Remember the old value of the TOP pointer in TEMP and reset TOP to point to the next element in the stack]
4. [Return deleted node to the AVAIL list]
   Set LINK[TEMP] = AVAIL and AVAIL = TEMP.
5. Exit.

However, the condition TOP = NULL may be retained in the pop procedure to prevent deletion from an empty linked stack and the condition AVAIL = NULL to check for available space in the free-storage list.

Example 6.4

Consider the linked stack shown in Fig. 6.7, the snapshots of the stack structure on execution of the following operations are shown in Fig. 6.10:
6.5 ARITHMETIC EXPRESSIONS; POLISH NOTATION

Let Q be an arithmetic expression involving constants and operations. This section gives an algorithm which finds the value of Q by using reverse Polish (postfix) notation. We will see that the stack is an essential tool in this algorithm.

Recall that the binary operations in Q may have different levels of precedence. Specifically, we assume the following three levels of precedence for the usual five binary operations:

- Highest: Exponentiation (↑)
- Next highest: Multiplication (*) and division (/)
- Lowest: Addition (+) and subtraction (−)

(Observe that we use the BASIC symbol for exponentiation.) For simplicity, we assume that Q contains no unary operation (e.g., a leading minus sign). We also assume that in any parenthesis-free expression, the operations on the same level are performed from left to right. (This is not standard, since some languages perform exponentiations from right to left.)
Example 6.5

Suppose we want to evaluate the following parenthesis-free arithmetic expression:

\[ 2 \uparrow 3 + 5 \times 2 \uparrow 2 - 12 \div 6 \]

First we evaluate the exponentiations to obtain

\[ 8 + 5 \times 4 - 12 \div 6 \]

Then we evaluate the multiplication and division to obtain \( 8 + 20 - 2 \). Last, we evaluate the addition and subtraction to obtain the final result, 26. Observe that the expression is traversed three times, each time corresponding to a level of precedence of the operations.

Polish Notation

For most common arithmetic operations, the operator symbol is placed between its two operands. For example,

\[ A + B \quad C - D \quad E + F \quad G \div H \]

This is called **infix notation**. With this notation, we must distinguish between

\((A + B) \times C\) and \(A \times (B + C)\)

by using either parentheses or some operator-precedence convention such as the usual precedence levels discussed above. Accordingly, the order of the operators and operands in an arithmetic expression does not uniquely determine the order in which the operations are to be performed.

**Prefix Polish notation**, named after the Polish mathematician Jan Lukasiewicz, refers to the notation in which the operator symbol is placed before its two operands. For example,

\[ +AB -CD *EF \div GH \]

We translate, step by step, the following infix expressions into Polish notation using brackets \([\ ]\) to indicate a partial translation:

\[
\begin{align*}
(A + B) \times C &= [+AB] \times C = ++ABC \\
A + (B \times C) &= A + [*BC] = +A*BC \\
(A + B)/(C - D) &= [+AB]/[-CD] = +AB - CD
\end{align*}
\]

The fundamental property of Polish notation is that the order in which the operations are to be performed is completely determined by the positions of the operators and operands in the expression. Accordingly, one never needs parentheses when writing expressions in Polish notation.

**Postfix Reverse Polish notation** refers to the analogous notation in which the operator symbol is placed after its two operands:

\[ AB + CD - EF \times GH \]

Again, one never needs parentheses to determine the order of the operations in any arithmetic expression written in reverse Polish notation. This notation is frequently called *postfix* (or *suffix*) notation, whereas *prefix notation* is the term used for Polish notation discussed in the preceding paragraph.
The computer usually evaluates an arithmetic expression written in infix notation in two steps. First, it converts the expression to postfix notation, and then it evaluates the postfix expression. In each step, the stack is the main tool that is used to accomplish the given task. We illustrate these applications of stacks in reverse order. That is, first we show how stacks are used to evaluate postfix expressions, and then we show how stacks are used to transform infix expressions into postfix expressions.

**Evaluation of a Postfix Expression**

Suppose P is an arithmetic expression written in postfix notation. The following algorithm, which uses a STACK to hold operands, evaluates P.

**Algorithm 6.5:** This algorithm finds the VALUE of an arithmetic expression P written in postfix notation.

1. Add a right parenthesis """)"" at the end of P. [This acts as a sentinel.]
2. Scan P from left to right and repeat Steps 3 and 4 for each element of P until the sentinel """)"" is encountered.
3. If an operand is encountered, put it on STACK.
4. If an operator @ is encountered, then:
   (a) Remove the two top elements of STACK, where A is the top element and B is the next-to-top element.
   (b) Evaluate B @ A.
   (c) Place the result of (b) back on STACK.
   [End of If structure.]
   [End of Step 2 loop.]
5. Set VALUE equal to the top element on STACK.

We note that, when Step 5 is executed, there should be only one number on STACK.

**Example 6.6**

Consider the following arithmetic expression P written in postfix notation:

\[ P: \ 5, \ 6, \ 2, \ +, \ *, \ 12, \ 4, \ /, \ - \]

(Commas are used to separate the elements of P so that 5, 6, 2 is not interpreted as the number 562.) The equivalent infix expression Q follows:

\[ Q: \ 5 \times (6 + 2) - 12 / 4 \]

Note that parentheses are necessary for the infix expression Q but not for the postfix expression P.

We evaluate P by simulating Algorithm 6.5. First we add a sentinel right parenthesis at the end of P to obtain

\[ P: \ 5, \ 6, \ 2, \ +, \ *, \ 12, \ 4, \ /, \ -, \ ) \]

\[ (1) \ (2) \ (3) \ (4) \ (5) \ (6) \ (7) \ (8) \ (9) \ (10) \]
The elements of P have been labeled from left to right for easy reference. Figure 6.11 shows the contents of STACK as each element of P is scanned. The final number in STACK, 37, which is assigned to VALUE when the sentinel "\n" is scanned, is the value of P.

<table>
<thead>
<tr>
<th>Symbol Scanned</th>
<th>STACK</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) 5</td>
<td>5</td>
</tr>
<tr>
<td>(2) 6</td>
<td>5, 6</td>
</tr>
<tr>
<td>(3) 2</td>
<td>5, 6, 2</td>
</tr>
<tr>
<td>(4) +</td>
<td>5, 8</td>
</tr>
<tr>
<td>(5) *</td>
<td>40</td>
</tr>
<tr>
<td>(6) 12</td>
<td>40, 12</td>
</tr>
<tr>
<td>(7) 4</td>
<td>40, 12, 4</td>
</tr>
<tr>
<td>(8) /</td>
<td>40, 3</td>
</tr>
<tr>
<td>(9) –</td>
<td>37</td>
</tr>
<tr>
<td>(10) )</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6.11

Transforming Infix Expressions into Postfix Expressions

Let Q be an arithmetic expression written in infix notation. Besides operands and operators, Q may also contain left and right parentheses. We assume that the operators in Q consist only of exponentiations (↑), multiplications (*), divisions (/), additions (+) and subtractions (−), and that they have the usual three levels of precedence as given above. We also assume that operators on the same level, including exponentiations, are performed from left to right unless otherwise indicated by parentheses. (This is not standard, since expressions may contain unary operators and some languages perform the exponentiations from right to left. However, these assumptions simplify our algorithm.)

The following algorithm transforms the infix expression Q into its equivalent postfix expression P. The algorithm uses a stack to temporarily hold operators and left parentheses. The postfix expression P will be constructed from left to right using the operands from Q and the operators which are removed from STACK. We begin by pushing a left parenthesis onto STACK and adding a right parenthesis at the end of Q. The algorithm is completed when STACK is empty.

Algorithm 6.6: POLISH(Q, P)

Suppose Q is an arithmetic expression written in infix notation. This algorithm finds the equivalent postfix expression P.

1. Push "(" onto STACK, and add ")" to the end of Q.
2. Scan Q from left to right and repeat Steps 3 to 6 for each element of Q until the STACK is empty:
3. If an operand is encountered, add it to P.
4. If a left parenthesis is encountered, push it onto STACK.
5. If an operator ⊗ is encountered, then:
(a) Repeatedly pop from STACK and add to P each operator (on the top of STACK) which has the same precedence as or higher precedence than Θ.
(b) Add Θ to STACK.
[End of If structure.]

6. If a right parenthesis is encountered, then:
   (a) Repeatedly pop from STACK and add to P each operator (on the top of STACK) until a left parenthesis is encountered.
   (b) Remove the left parenthesis. [Do not add the left parenthesis to P.]
[End of If structure.]
[End of Step 2 loop.]

7. Exit.

The terminology sometimes used for Step 5 is that Θ will “sink” to its own level.

Example 6.7

Consider the following arithmetic infix expression Q:

\[ Q: \quad A + ( B \cdot C - ( D / E \uparrow F ) \cdot G ) \cdot H \]

We simulate Algorithm 6.6 to transform Q into its equivalent postfix expression P.

First we push “(“ onto STACK, and then we add “)” to the end of Q to obtain:

Q: A + ( B \cdot C - ( D / E \uparrow F ) \cdot G ) \cdot H


The elements of Q have now been labeled from left to right for easy reference. Figure 6.12 shows the status of STACK and of the string P as each element of Q is scanned. Observe that

(1) Each operand is simply added to P and does not change STACK.
(2) The subtraction operator (−) in row 7 sends * from STACK to P before it (−) is pushed onto STACK.
(3) The right parenthesis in row 14 sends \(\uparrow\) and then / from STACK to P, and then removes the left parenthesis from the top of STACK.
(4) The right parenthesis in row 20 sends * and then + from STACK to P, and then removes the left parenthesis from the top of STACK.

After Step 20 is executed, the STACK is empty and

\[ P: \quad A \ B \ C \ \cdot \ D \ E \ F \ \uparrow \ / \ G \ \cdot \ H \ \cdot \ + \]

which is the required postfix equivalent of Q.
6.6 QUICKSORT, AN APPLICATION OF STACKS

Let A be a list of n data items. "Sorting A" refers to the operation of rearranging the elements of A so that they are in some logical order, such as numerically ordered when A contains numerical data, or alphabetically ordered when A contains character data. The subject of sorting, including various sorting algorithms, is treated mainly in Chapter 9. This section gives only one sorting algorithm, called quicksort, in order to illustrate an application of stacks.

Quicksort is an algorithm of the divide-and-conquer type. That is, the problem of sorting a set is reduced to the problem of sorting two smaller sets. We illustrate this "reduction step" by means of a specific example.

Suppose A is the following list of 12 numbers:

$$44, 33, 11, 55, 77, 90, 40, 60, 99, 22, 88, 66$$

The reduction step of the quicksort algorithm finds the final position of one of the numbers; in this illustration, we use the first number, 44. This is accomplished as follows. Beginning with the last number, 66, scan the list from right to left, comparing each number with 44 and stopping at the first number less than 44. The number is 22. Interchange 44 and 22 to obtain the list

$$22, 33, 11, 55, 77, 90, 40, 60, 99, 44, 88, 66$$

(Observe that the numbers 88 and 66 to the right of 44 are each greater than 44.) Beginning with 22, next scan the list in the opposite direction, from left to right, comparing each number with 44 and stopping at the first number greater than 44. The number is 55. Interchange 44 and 55 to obtain the list

$$22, 33, 11, 55, 77, 90, 40, 60, 99, 55, 44, 88, 66$$
(Observe that the numbers 22, 33 and 11 to the left of 44 are each less than 44.) Beginning this time with 55, now scan the list in the original direction, from right to left, until meeting the first number less than 44. It is 40. Interchange 44 and 40 to obtain the list

22, 33, 11, 40, 77, 90, 44, 60, 99, 55, 88, 66

(Again, the numbers to the right of 44 are each greater than 44.) Beginning with 40, scan the list from left to right. The first number greater than 44 is 77. Interchange 44 and 77 to obtain the list

22, 33, 11, 40, 44, 90, 77, 60, 99, 55, 88, 66

(Again, the numbers to the left of 44 are each less than 44.) Beginning with 77, scan the list from right to left seeking a number less than 44. We do not meet such a number before meeting 44. This means all numbers have been scanned and compared with 44. Furthermore, all numbers less than 44 now form the sublist of numbers to the left of 44, and all numbers greater than 44 now form the sublist of numbers to the right of 44, as shown below:

22, 33, 11, 40, 44

Thus 44 is correctly placed in its final position, and the task of sorting the original list A has now been reduced to the task of sorting each of the above sublists.

The above reduction step is repeated with each sublist containing 2 or more elements. Since we can process only one sublist at a time, we must be able to keep track of some sublists for future processing. This is accomplished by using two stacks, called LOWER and UPPER, to temporarily "hold" such sublists. That is, the addresses of the first and last elements of each sublist, called its boundary values, are pushed onto the stacks LOWER and UPPER, respectively; and the reduction step is applied to a sublist only after its boundary values are removed from the stacks. The following example illustrates the way the stacks LOWER and UPPER are used.

**Example 6.8**

Consider the above list A with \( n = 12 \) elements. The algorithm begins by pushing the boundary values 1 and 12 of A onto the stacks to yield

LOWER: 1  UPPER: 12

In order to apply the reduction step, the algorithm first removes the top values 1 and 12 from the stacks, leaving

LOWER: (empty)  UPPER: (empty)


Accordingly, the algorithm pushes the boundary values 1 and 4 of the first sublist and the boundary values 6 and 12 of the second sublist onto the stacks to yield

LOWER: 1, 6  UPPER: 4, 12
In order to apply the reduction step again, the algorithm removes the top values, 6 and 12, from the stacks, leaving

\[
\text{LOWER: 1} \quad \text{UPPER: 4}
\]

and then applies the reduction step to the corresponding sublist \(A[6], A[7], \ldots, A[12]\). The reduction step changes this list as in Fig. 6.9. Observe that the second sublist has only one element. Accordingly, the algorithm pushes only the boundary values 6 and 10 of the first sublist onto the stacks to yield

\[
\text{LOWER: 1, 6} \quad \text{UPPER: 4, 10}
\]

And so on. The algorithm ends when the stacks do not contain any sublist to be processed by the reduction step.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td>77</td>
<td>60</td>
<td>99</td>
<td>55</td>
<td>88</td>
<td>66</td>
</tr>
<tr>
<td>66</td>
<td>77</td>
<td>60</td>
<td>99</td>
<td>55</td>
<td>88</td>
<td>90</td>
</tr>
<tr>
<td>66</td>
<td>77</td>
<td>60</td>
<td>88</td>
<td>55</td>
<td>90</td>
<td>99</td>
</tr>
</tbody>
</table>

**Fig. 6.13**

The formal statement of our quicksort algorithm follows (on pages 6.16-6.17). For notational convenience and pedagogical considerations, the algorithm is divided into two parts. The first part gives a procedure, called QUICK, which executes the above reduction step of the algorithm, and the second part uses QUICK to sort the entire list.

Observe that Step 2(c) (iii) is unnecessary. It has been added to emphasize the symmetry between Step 2 and Step 3. The procedure does not assume the elements of \(A\) are distinct. Otherwise, the condition \(\text{LOC} \neq \text{RIGHT}\) in Step 2(a) and the condition \(\text{LEFT} \neq \text{LOC}\) in Step 3(a) could be omitted.

The second part of the algorithm follows (on page 6.17). As noted above, LOWER and UPPER are stacks on which the boundary values of the sublists are stored. (As usual, we use \(\text{NULL} = 0\).)

**Procedure 6.7: QUICK(A, N, BEG, END, LOC)**

Here \(A\) is an array with \(N\) elements. Parameters BEG and END contain the boundary values of the sublist of \(A\) to which this procedure applies. LOC keeps track of the position of the first element \(A[\text{BEG}]\) of the sublist during the procedure. The local variables LEFT and RIGHT will contain the boundary values of the list of elements that have not been scanned.

1. [Initialize.] Set LEFT := BEG, RIGHT := END and LOC := BEG.
2. [Scan from right to left.]
   (a) Repeat while \(A[\text{LOC}] \leq A[\text{RIGHT}]\) and \(\text{LOC} \neq \text{RIGHT}\):
   \[\text{RIGHT} := \text{RIGHT} - 1.\]
   [End of loop.]
(b) If LOC = RIGHT, then: Return.
(c) If A[LOC] > A[RIGHT], then:
   (i) [Interchange A[LOC] and A[RIGHT].]
       A[RIGHT] := TEMP.
   (ii) Set LOC := RIGHT.
   (iii) Go to Step 3.
       [End of If structure.]
3. [Scan from left to right.]
   (a) Repeat while A[LEFT] ≤ A[LOC] and LEFT ≠ LOC:
       LEFT := LEFT + 1.
       [End of loop.]
   (b) If LOC = LEFT, then: Return.
   (c) If A[LEFT] > A[LOC], then
       (i) [Interchange A[LEFT] and A[LOC].]
           A[LEFT] := TEMP.
       (ii) Set LOC := LEFT.
       (iii) Go to Step 2.
       [End of If structure.]

Algorithm 6.8: (Quicksort) This algorithm sorts an array A with N elements.

1. [Initialize.] TOP := NULL.
2. [Push boundary values of A onto stacks when A has 2 or more elements.]
   If N > 1, then: TOP := TOP + 1, LOWER[1] := 1, UPPER[1] := N.
3. Repeat Steps 4 to 7 while TOP ≠ NULL.
4. [Pop sublist from stacks.]
   Set BEG := LOWER[TOP], END := UPPER[TOP],
   TOP := TOP – 1.
5. Call QUICK(A, N, BEG, END, LOC). [Procedure 6.5.]
6. [Push left sublist onto stacks when it has 2 or more elements.]
   If BEG < LOC – 1, then:
       TOP := TOP + 1, LOWER[TOP] := BEG,
       [End of If structure.]
7. [Push right sublist onto stacks when it has 2 or more elements.]
   If LOC + 1 < END, then:
       TOP := TOP + 1, LOWER[TOP] := LOC + 1,
       UPPER[TOP] := END.
       [End of If structure.]
[End of Step 3 loop.]
8. Exit.
Complexity of the Quicksort Algorithm

The running time of a sorting algorithm is usually measured by the number \( f(n) \) of comparisons required to sort \( n \) elements. The quicksort algorithm, which has many variations, has been studied extensively. Generally speaking, the algorithm has a worst-case running time of order \( n^2/2 \), but an average-case running time of order \( n \log n \). The reason for this is indicated below.

The worst case occurs when the list is already sorted. Then the first element will require \( n \) comparisons to recognize that it remains in the first position. Furthermore, the first sublist will be empty, but the second sublist will have \( n - 1 \) elements. Accordingly, the second element will require \( n - 1 \) comparisons to recognize that it remains in the second position. And so on. Consequently, there will be a total of

\[
f(n) = n + (n - 1) + \cdots + 2 + 1 = \frac{n(n + 1)}{2} = \frac{n^2}{2} + O(n) = O(n^2)
\]

comparisons. Observe that this is equal to the complexity of the bubble sort algorithm (Sec. 4.6).

The complexity \( f(n) = O(n \log n) \) of the average case comes from the fact that, on the average, each reduction step of the algorithm produces two sublists. Accordingly:

1. Reducing the initial list places 1 element and produces two sublists.
2. Reducing the two sublists places 2 elements and produces four sublists.
3. Reducing the four sublists places 4 elements and produces eight sublists.
4. Reducing the eight sublists places 8 elements and produces sixteen sublists.

And so on. Observe that the reduction step in the \( k \)th level finds the location of \( 2^{k-1} \) elements; hence there will be approximately \( \log_2 n \) levels of reductions steps. Furthermore, each level uses at most \( n \) comparisons, so \( f(n) = O(n \log n) \). In fact, mathematical analysis and empirical evidence have both shown that

\[
f(n) = 1.4 \lceil n \log n \rceil
\]

is the expected number of comparisons for the quicksort algorithm.

6.7 RECURSION

Recursion is an important concept in computer science. Many algorithms can be best described in terms of recursion. This section introduces this powerful tool, and Sec. 6.9 will show how recursion may be implemented by means of stacks.

Suppose \( P \) is a procedure containing either a Call statement to itself or a Call statement to a second procedure that may eventually result in a Call statement back to the original procedure \( P \). Then \( P \) is called a recursive procedure. So that the program will not continue to run indefinitely, a recursive procedure must have the following two properties:

1. There must be certain criteria, called base criteria, for which the procedure does not call itself.
2. Each time the procedure does call itself (directly or indirectly), it must be closer to the base criteria.
A recursive procedure with these two properties is said to be well-defined.
Similarly, a function is said to be recursively defined if the function definition refers to itself. Again, in order for the definition not to be circular, it must have the following two properties:

(1) There must be certain arguments, called base values, for which the function does not refer to itself.
(2) Each time the function does refer to itself, the argument of the function must be closer to a base value.

A recursive function with these two properties is also said to be well-defined.

The following examples should help clarify these ideas.

**Factorial Function**

The product of the positive integers from 1 to \( n \), inclusive, is called "\( n \) factorial" and is usually denoted by \( n! \):

\[
 n! = 1 \cdot 2 \cdot 3 \ldots (n-2)(n-1)n
\]

It is also convenient to define \( 0! = 1 \), so that the function is defined for all nonnegative integers. Thus we have

\[
0! = 1, \quad 1! = 1, \quad 2! = 1 \cdot 2 = 2, \quad 3! = 1 \cdot 2 \cdot 3 = 6, \quad 4! = 1 \cdot 2 \cdot 3 \cdot 4 = 24
\]

\[
5! = 1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 = 120, \quad 6! = 1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6 = 720
\]

and so on. Observe that

\[
5! = 5 \cdot 4! = 5 \cdot 24 = 120 \quad \text{and} \quad 6! = 6 \cdot 5! = 6 \cdot 120 = 720
\]

This is true for every positive integer \( n \); that is,

\[
n! = n \cdot (n - 1)!
\]

Accordingly, the factorial function may also be defined as follows:

**Definition 6.1:** (Factorial Function)

(a) If \( n = 0 \), then \( n! = 1 \).
(b) If \( n > 0 \), then \( n! = n \cdot (n - 1)! \).

Observe that this definition of \( n! \) is recursive, since it refers to itself when it uses \( (n - 1)! \).

However, (a) the value of \( n! \) is explicitly given when \( n = 0 \) (thus 0 is the base value); and (b) the value of \( n! \) for arbitrary \( n \) is defined in terms of a smaller value of \( n \) which is closer to the base value 0. Accordingly, the definition is not circular, or in other words, the procedure is well-defined.

**Example 6.9**

Let us calculate \( 4! \) using the recursive definition. This calculation requires the following nine steps:
(1) $4! = 4 \cdot 3!$
(2) $3! = 3 \cdot 2!$
(3) $2! = 2 \cdot 1!$
(4) $1! = 1 \cdot 0!$
(5) $0! = 1$
(6) $2! = 2 \cdot 1 = 1$
(7) $1! = 1 \cdot 1 = 1$
(8) $3! = 3 \cdot 2 = 6$
(9) $4! = 4 \cdot 6 = 24$

That is:
Step 1. This defines $4!$ in terms of $3!$, so we must postpone evaluating $4!$ until we evaluate $3!$. This postponement is indicated by indenting the next step.
Step 2. Here $3!$ is defined in terms of $2!$, so we must postpone evaluating $3!$ until we evaluate $2!$.
Step 3. This defines $2!$ in terms of $1!$.
Step 4. This defines $1!$ in terms of $0!$.
Step 5. This step can explicitly evaluate $0!$, since $0$ is the base value of the recursive definition.
Steps 6 to 9. We backtrack, using $0!$ to find $1!$, using $1!$ to find $2!$, using $2!$ to find $3!$, and finally using $3!$ to find $4!$. This backtracking is indicated by the "reverse" indentation.

Observe that we backtrack in the reverse order of the original postponed evaluations. Recall that this type of postponed processing lends itself to the use of stacks. (See Sec. 6.2.)

The following are two procedures that each calculate $n$ factorial.

**Procedure 6.9A:** FACTORIAL(FACT, N)

This procedure calculates $N!$ and returns the value in the variable FACT.

1. If $N = 0$, then: Set FACT := 1, and Return.
2. Set FACT := 1 [Initializes FACT for loop.]
3. Repeat for $K = 1$ to $N$.
   
   Set FACT := K*FACT.
   
   [End of loop.]
4. Return.

**Procedure 6.9B:** FACTORIAL(FACT, N)

This procedure calculates $N!$ and returns the value in the variable FACT.

1. If $N = 0$, then: Set FACT := 1, and Return.
2. Call FACTORIAL(FACT, $N - 1$).
3. Set FACT := N*FACT.
4. Return.
Observe that the first procedure evaluates \( N! \) using an iterative loop process. The second procedure, on the other hand, is a recursive procedure, since it contains a call to itself. Some programming languages, notably FORTRAN, do not allow such recursive subprograms.

Suppose \( P \) is a recursive procedure. During the running of an algorithm or a program which contains \( P \), we associate a level number with each given execution of procedure \( P \) as follows. The original execution of procedure \( P \) is assigned level 1; and each time procedure \( P \) is executed because of a recursive call, its level is 1 more than the level of the execution that has made the recursive call. In Example 6.8, Step 1 belongs to level 1. Hence Step 2 belongs to level 2. Step 3 to level 3, Step 4 to level 4 and Step 5 to level 5. On the other hand, Step 6 belongs to level 4, since it is the result of a return from level 5. In other words, Step 6 and Step 4 belong to the same level of execution. Similarly, Step 7 belongs to level 3, Step 8 to level 2, and the final step, Step 9, to the original level 1.

The depth of recursion of a recursive procedure \( P \) with a given set of arguments refers to the maximum level number of \( P \) during its execution.

**Fibonacci Sequence**

The celebrated Fibonacci sequence (usually denoted by \( F_0, F_1, F_2, \ldots \)) is as follows:

\[
0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, \ldots
\]

That is, \( F_0 = 0 \) and \( F_1 = 1 \) and each succeeding term is the sum of the two preceding terms. For example, the next two terms of the sequence are

\[
34 + 55 = 89 \quad \text{and} \quad 55 + 89 = 144
\]

A formal definition of this function follows:

**Definition 6.2:** (Fibonacci Sequence)

(a) If \( n = 0 \) or \( n = 1 \), then \( F_n = n \).

(b) If \( n > 1 \), then \( F_n = F_{n-2} + F_{n-1} \).

This is another example of a recursive definition, since the definition refers to itself when it uses \( F_{n-2} \) and \( F_{n-1} \). Here (a) the base values are 0 and 1, and (b) the value of \( F_n \) is defined in terms of smaller values of \( n \) which are closer to the base values. Accordingly, this function is well-defined.

A procedure for finding the \( n \)th term \( F_n \) of the Fibonacci sequence follows.

**Procedure 6.10: FIBONACCI(FIB, N)**

This procedure calculates \( F_N \) and returns the value in the first parameter \( FIB \).

1. If \( N = 0 \) or \( N = 1 \), then: Set \( FIB := N \), and Return.
2. Call FIBONACCI(FIBA, N – 2).
3. Call FIBONACCI(FIIBB, N – 1).
4. Set \( FIB := FIBA + FIIBB \).
5. Return.

This is another example of a recursive procedure, since the procedure contains a call to itself. In fact, this procedure contains two calls to itself. We note (see Solved Problem 6.17) that one can also write an iterative procedure to calculate \( F_n \) which does not use recursion.
Divide-and-Conquer Algorithms

Consider a problem P associated with a set S. Suppose A is an algorithm which partitions S into smaller sets such that the solution of the problem P for S is reduced to the solution of P for one or more of the smaller sets. Then A is called a divide-and-conquer algorithm.

Two examples of divide-and-conquer algorithms, previously treated, are the quicksort algorithm in Sec. 6.6 and the binary search algorithm in Sec. 4.7. Recall that the quicksort algorithm uses a reduction step to find the location of a single element and to reduce the problem of sorting the entire set to the problem of sorting smaller sets. The binary search algorithm divides the given sorted set into two halves so that the problem of searching for an item in the entire set is reduced to the problem of searching for the item in one of the two halves.

A divide-and-conquer algorithm A may be viewed as a recursive procedure. The reason for this is that the algorithm A may be viewed as calling itself when it is applied to the smaller sets. The base criteria for these algorithms are usually the one-element sets. For example, with a sorting algorithm, a one-element set is automatically sorted; and with a searching algorithm, a one-element set requires only a single comparison.

Ackermann Function

The Ackermann function is a function with two arguments each of which can be assigned any nonnegative integer: 0, 1, 2,... This function is defined as follows:

Definition 6.3: (Ackermann Function)

(a) If \( m = 0 \), then \( A(m, n) = n + 1 \).
(b) If \( m \neq 0 \) but \( n = 0 \), then \( A(m, n) = A(m - 1, 1) \).
(c) If \( m \neq 0 \) and \( n \neq 0 \), then \( A(m, n) = A(m - 1, A(m, n - 1)) \).

Once more, we have a recursive definition, since the definition refers to itself in parts (b) and (c). Observe that \( A(m, n) \) is explicitly given only when \( m = 0 \). The base criteria are the pairs

\[
(0, 0), (0, 1), (0, 2), (0, 3), ..., (0, n), ...
\]

Although it is not obvious from the definition, the value of any \( A(m, n) \) may eventually be expressed in terms of the value of the function on one or more of the base pairs.

The value of \( A(1, 3) \) is calculated in Solved Problem 6.18. Even this simple case requires 15 steps. Generally speaking, the Ackermann function is too complex to evaluate on any but a trivial example. Its importance comes from its use in mathematical logic. The function is stated here mainly to give another example of a classical recursive function and to show that the recursion part of a definition may be complicated.

6.8 TOWERS OF HANOI

The preceding section gave examples of some recursive definitions and procedures. This section shows how recursion may be used as a tool in developing an algorithm to solve a particular problem. The problem we pick is known as the Towers of Hanoi problem.
Suppose three pegs, labeled A, B and C, are given, and suppose on peg A there are placed a finite number $n$ of disks with decreasing size. This is pictured in Fig. 6.14 for the case $n = 6$. The object of the game is to move the disks from peg A to peg C using peg B as an auxiliary. The rules of the game are as follows:

(a) Only one disk may be moved at a time. Specifically, only the top disk on any peg may be moved to any other peg.
(b) At no time can a larger disk be placed on a smaller disk.

![Fig. 6.14 Initial Setup of Towers of Hanoi with $n = 6$](Image)

Sometimes we will write $X \rightarrow Y$ to denote the instruction “Move top disk from peg X to peg Y,” where X and Y may be any of the three pegs.

The solution to the Towers of Hanoi problem for $n = 3$ appears in Fig. 6.15. Observe that it consists of the following seven moves:

$n = 3$: Move top disk from peg A to peg C.
Move top disk from peg A to peg B.
Move top disk from peg C to peg B.
Move top disk from peg A to peg C.
Move top disk from peg B to peg A.
Move top disk from peg B to peg C.
Move top disk from peg A to peg C.

![Fig. 6.15](Image)
In other words,

\[ n = 3: \quad A \rightarrow C, \quad A \rightarrow B, \quad C \rightarrow B, \quad A \rightarrow C, \quad B \rightarrow A, \quad B \rightarrow C, \quad A \rightarrow C \]

For completeness, we also give the solution to the Towers of Hanoi problem for \( n = 1 \) and \( n = 2 \):

\[ n = 1: \quad A \rightarrow C \]
\[ n = 2: \quad A \rightarrow B, \quad A \rightarrow C, \quad B \rightarrow C \]

Note that \( n = 1 \) uses only one move and that \( n = 2 \) uses three moves.

Rather than finding a separate solution for each \( n \), we use the technique of recursion to develop a general solution. First we observe that the solution to the Towers of Hanoi problem for \( n > 1 \) disks may be reduced to the following subproblems:

1. Move the top \( n - 1 \) disks from peg A to peg B.
2. Move the top disk from peg A to peg C: \( A \rightarrow C \).
3. Move the top \( n - 1 \) disks from peg B to peg C.

This reduction is illustrated in Fig. 6.16 for \( n = 6 \). That is, first we move the top five disks from peg A to peg B, then we move the large disk from peg A to peg C, and then we move the top five disks from peg B to peg C.

![Diagram](image-url)

Fig. 6.16

Let us now introduce the general notation

\[ \text{TOWER}(N, \text{BEG}, \text{AUX}, \text{END}) \]

to denote a procedure which moves the top \( n \) disks from the initial peg BEG to the final peg END using the peg AUX as an auxiliary. When \( n = 1 \), we have the following obvious solution:

\[ \text{TOWER}(1, \text{BEG}, \text{AUX}, \text{END}) \text{ consists of the single instruction } \text{BEG} \rightarrow \text{END} \]

Furthermore, as discussed above, when \( n > 1 \), the solution may be reduced to the solution of the following three subproblems:
(1) TOWER(N - 1, BEG, END, AUX)
(2) TOWER(1, BEG, AUX, END) or BEG → END
(3) TOWER(N - 1, AUX, BEG, END)

Observe that each of these three subproblems may be solved directly or is essentially the same as the original problem using fewer disks. Accordingly, this reduction process does yield a recursive solution to the Towers of Hanoi problem.

Figure 6.17 contains a schematic diagram of the above recursive solution for TOWER(4, A, B, C)

```
  TOWER(4, A, B, C) → A → C
    TOWER(3, B, A, C) → B → C
      TOWER(2, B, C, A) → B → A
        TOWER(1, A, C, B) → A → B
    TOWER(3, A, C, B) → A → B
      TOWER(2, A, B, C) → A → C
    TOWER(1, A, C, B) → A → B
```

**Fig. 6.17 Recursive Solution to Towers of Hanoi Problem for n = 4**

Observe that the recursive solution for n = 4 disks consists of the following 15 moves:

A → B  A → C  B → C  A → B  C → A  C → B  A → B  A → C  B → C  B → A  C → A  B → C  A → B  A → C  B → C

In general, this recursive solution requires \( f(n) = 2^n - 1 \) moves for \( n \) disks.

We summarize our investigation with the following formally written procedure.
Procedure 6.11: TOWER(N, BEG, AUX, END)

This procedure gives a recursive solution to the Towers of Hanoi problem for N disks.

1. If $N = 1$, then:
   (a) Write: $\text{BEG} \rightarrow \text{END}$.
   (b) Return.
   [End of If structure.]
2. [Move $N - 1$ disks from peg BEG to peg AUX.]
   Call TOWER($N - 1$, BEG, END, AUX).
3. Write: $\text{BEG} \rightarrow \text{END}$.
4. [Move $N - 1$ disks from peg AUX to peg END.]
   Call TOWER($N - 1$, AUX, BEG, END).
5. Return.

One can view this solution as a divide-and-conquer algorithm, since the solution for $n$ disks is reduced to a solution for $n - 1$ disks and a solution for $n = 1$ disk.

6.9 IMPLEMENTATION OF RECURSIVE PROCEDURES BY STACKS

The preceding sections showed how recursion may be a useful tool in developing algorithms for specific problems. This section shows how stacks may be used to implement recursive procedures. It is instructive to first discuss subprograms in general.

Recall that a subprogram can contain both parameters and local variables. The parameters are the variables which receive values from objects in the calling program, called arguments, and which transmit values back to the calling program. Besides the parameters and local variables, the subprogram must also keep track of the return address in the calling program. This return address is essential, since control must be transferred back to its proper place in the calling program. At the time that the subprogram is finished executing and control is transferred back to the calling program, the values of the local variables and the return address are no longer needed.

Suppose our subprogram is a recursive program. Then each level of execution of the subprogram may contain different values for the parameters and local variables and for the return address. Furthermore, if the recursive program does call itself, then these current values must be saved, since they will be used again when the program is reactivated.

Suppose a programmer is using a high-level language which admits recursion, such as Pascal. Then the computer handles the bookkeeping that keeps track of all the values of the parameters, local variables and return addresses. On the other hand, if a programmer is using a high-level language which does not admit recursion, such as FORTRAN, then the programmer must set up the necessary bookkeeping by translating the recursive procedure into a nonrecursive one. This bookkeeping is discussed below.

Translation of a Recursive Procedure into a Nonrecursive Procedure

Suppose $P$ is a recursive procedure. We assume that $P$ is a subroutine subprogram rather than a
function subprogram. (This is no loss in generality, since function subprograms can easily be written as subroutine subprograms.) We also assume that a recursive call to P comes only from the procedure P. (The treatment of indirect recursion lies beyond the scope of this text.)

The translation of the recursive procedure P into a nonrecursive procedure works as follows. First of all, one defines:

1. A stack STPAR for each parameter PAR
2. A stack STVAR for each local variable VAR
3. A local variable ADD and a stack STADD to hold return addresses

Each time there is a recursive call to P, the current values of the parameters and local variables are pushed onto the corresponding stacks for future processing, and each time there is a recursive return to P, the values of parameters and local variables for the current execution of P are restored from the stacks. The handling of the return addresses is more complicated; it is done as follows.

Suppose the procedure P contains a recursive Call P in Step K. Then there are two return addresses associated with the execution of this Step K:

1. There is the current return address of the procedure P, which will be used when the current level of execution of P is finished executing.
2. There is the new return address K + 1, which is the address of the step following the Call P and which will be used to return to the current level of execution of procedure P.

Some texts push the first of these two addresses, the current return address, onto the return address stack STADD, whereas some texts push the second address, the new return address K + 1, onto STADD. We will choose the latter method, since the translation of P into a nonrecursive procedure will then be simpler. This also means, in particular, that an empty stack STADD will indicate a return to the main program that initially called the recursive procedure P. (The alternative translation which pushes the current return address onto the stack is discussed in Solved Problem 6.21.)

The algorithm which translates the recursive procedure P into a nonrecursive procedure follows. It consists of three parts: (1) preparation, (2) translating each recursive Call P in procedure P and (3) translating each Return in procedure P.

1. Preparation.
   a) Define a stack STPAR for each parameter PAR, a stack STVAR for each local variable VAR, and a local variable ADD and a stack STADD to hold return addresses.
   b) Set TOP := NULL.

2. Translation of “Step K. Call P.”
   a) Push the current values of the parameters and local variables onto the appropriate stacks, and push the new return address [Step] K + 1 onto STADD.
   b) Reset the parameters using the new argument values.
   c) Go to Step 1. [The beginning of the procedure P.]

3. Translation of “Step J. Return.”
   a) If STADD is empty, then: Return. [Control is returned to the main program.]
(b) Restore the top values of the stacks. That is, set the parameters and local variables equal to the top values on the stacks, and set ADD equal to the top value on the stack STADD.

(c) Go to Step ADD.

Observe that the translation of “Step K. Call P” does depend on the value of K, but that the translation of “Step J. Return” does not depend on the value of J. Accordingly, one need translate only one Return statement, for example, by using

Step L. Return.

as above and then replace every other Return statement by

Go to Step L.

This will simplify the translation of the procedure.

### Towers of Hanoi, Revisited

Consider again the Towers of Hanoi problem. Procedure 6.11 is a recursive solution to the problem for $n$ disks. We translate the procedure into a nonrecursive solution. In order to keep the steps analogous, we label the beginning statement $TOP := NULL$ as Step 0. Also, only the Return statement in Step 5 will be translated, as in (3) on the preceding page.

**Procedure 6.12:** TOWER(N, BEG, AUX, END)

This is a nonrecursive solution to the Towers of Hanoi problem for $N$ disks which is obtained by translating the recursive solution. Stacks STN, STBEG, STAUX, STEND and STADD will correspond, respectively, to the variables N, BEG, AUX, END and ADD.

1. Set $TOP := NULL$.
2. If $N = 1$, then:
   (a) Write: BEG $\rightarrow$ END.
   (b) Go to Step 5.
   [End of if structure.]
3. [Translation of “Call TOWER(N - 1, BEG, END, AUX).”]
   (a) [Push current values and new return address onto stacks.]
      (i) Set $TOP := TOP + 1$.
      (ii) Set $STN[TOP] := N$, $STBEG[TOP] := BEG$,
            $STAUX[TOP] := AUX$, $STEND[TOP] := END$,
            $STADD[TOP] := 3$.
   (b) [Reset parameters.]
   (c) Go to Step 1.
4. Write: BEG $\rightarrow$ END.
5. [Translation of “Call TOWER(N - 1, AUX, BEG, END).”]
   (a) [Push current values and new return address onto stacks.]
(i) Set TOP := TOP + 1.

(b) [Reset parameters.]
Set N := N - 1, BEG := AUX, AUX := BEG, END := END.

(c) Go to Step 1.

5. [Translation of "Return."]
(a) If TOP := NULL, then: Return.
(b) [Restore top values on stacks.]
(i) Set N := STN[TOP], BEG := STBEG[TOP], AUX := STAUX[TOP], STEND[TOP], ADD := STADD[TOP].
(ii) Set TOP := TOP - 1.
(c) Go to Step ADD.

Suppose that a main program does contain the following statement:

Call TOWER (3, A, B, C)

We simulate the execution of the solution of the problem in Procedure 6.12, emphasizing the different levels of execution of the procedure. Each level of execution will begin with an initialization step where the parameters are assigned the argument values from the initial calling statement or from the recursive call in Step 2 or Step 4. (Hence each new return address is either Step 3 or Step 5.) Figure 6.18 shows the different stages of the stacks.

<table>
<thead>
<tr>
<th>STN:</th>
<th>3</th>
<th>3, 2</th>
<th>3</th>
<th>3, 2</th>
<th>3</th>
<th>3</th>
<th>3, 2</th>
<th>3</th>
<th>3, 2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>STBEG:</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A, B</td>
<td>A</td>
<td>A, B</td>
<td>A</td>
</tr>
<tr>
<td>STEND:</td>
<td>C</td>
<td>C, B</td>
<td>C</td>
<td>C, B</td>
<td>C</td>
<td>C, B</td>
<td>C</td>
<td>C, C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>STADD:</td>
<td>3</td>
<td>3, 3</td>
<td>3</td>
<td>3, 5</td>
<td>3</td>
<td>5</td>
<td>5, 3</td>
<td>5</td>
<td>5, 5</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 6.18 Stacks for TOWER(3, A, B, C)

(a) (Level 1) The initial Call TOWER(3, A, B, C) assigns the following values to the parameters:

N := 3, BEG := A, AUX := B, END := C

Step 1. Since N ≠ 1, control is transferred to Step 2.

Step 2. This is a recursive call. Hence the current values of the variables and the new return address (Step 3) are pushed onto the stacks as pictured in Fig. 6.18(a).

(b) (Level 2) The Step 2 recursive call [TOWER(N − 1, BEG, END, AUX)] assigns the following values to the parameters:


Step 1. Since N ≠ 1, control is transferred to Step 2.

Step 2. This is a recursive call. Hence the current values of the variables and the new return address (Step 3) are pushed onto the stacks as pictured in Fig. 6.18(b).
(c) (Level 3) The Step 2 recursive call \([\text{TOWER}(N - 1, \text{BEG}, \text{END}, \text{AUX})]\) assigns the following values to the parameters:

\[
N := N - 1 = 1, \quad \text{BEG} := \text{BEG} = A, \quad \text{AUX} := \text{END} = B, \quad \text{END} := \text{AUX} = C
\]

Step 1. Now \(N = 1\). The operation \(\text{BEG} \rightarrow \text{END}\) implements the move

\[
A \rightarrow C
\]

Then control is transferred to Step 5. [For the Return.]

Step 5. The stacks are not empty, so the top values on the stacks are removed, leaving Fig. 6.18(c), and are assigned as follows:

\[
N := 2, \quad \text{BEG} := A, \quad \text{AUX} := C, \quad \text{END} := B, \quad \text{ADD} := 3
\]

Control is transferred to the preceding Level 2 at Step ADD.

(d) (Level 2) [Reactivated at Step ADD = 3.]

Step 3. The operation \(\text{BEG} \rightarrow \text{END}\) implements the move

\[
A \rightarrow B
\]

Step 4. This is a recursive call. Hence the current values of the variables and the new return address (Step 5) are pushed onto the stacks as pictured in Fig. 6.18(d).

(e) (Level 3) The Step 4 recursive call \([\text{TOWER}(N - 1, \text{AUX}, \text{BEG}, \text{END})]\) assigns the following values to the parameters:

\[
N := N - 1 = 1, \quad \text{BEG} := \text{AUX} = C, \quad \text{AUX} := \text{BEG} = A, \quad \text{END} := \text{END} = B
\]

Step 1. Now \(N = 1\). The operation \(\text{BEG} \rightarrow \text{END}\) implements the move

\[
C \rightarrow B
\]

Then control is transferred to Step 5. [For the Return.]

Step 5. The stacks are not empty; hence the top values on the stacks are removed, leaving Fig. 6.18(e), and they are assigned as follows:

\[
N := 2, \quad \text{BEG} := A, \quad \text{AUX} := C, \quad \text{END} := B, \quad \text{ADD} := 5
\]

Control is transferred to the preceding Level 2 at Step ADD.

(f) (Level 2) [Reactivation at Step ADD = 5.]

Step 5. The stacks are not empty; hence the top values on the stacks are removed, leaving Fig. 6.18(f), and they are assigned as follows:

\[
N := 3, \quad \text{BEG} := A, \quad \text{AUX} := B, \quad \text{END} := C, \quad \text{ADD} := 3
\]

Control is transferred to the preceding Level 1 at Step ADD.

(g) (Level 1) [Reactivation at Step ADD = 3.]

Step 3. The operation \(\text{BEG} \rightarrow \text{END}\) implements the move

\[
A \rightarrow C
\]

Step 4. This is a recursive call. Hence the current values of the variables and the new return address (Step 5) are pushed onto the stacks as pictured in Fig. 6.18(g).
(h) (Level 2) The Step 4 recursive call \([\text{TOWER}(N-1, \text{AUX}, \text{BEG}, \text{END})]\) assigns the following values to the parameters:

\[
\begin{align*}
N & := N - 1 = 2, \quad \text{BEG} := \text{AUX} = B, \quad \text{AUX} := \text{BEG} = A, \quad \text{END} := \text{END} = C \\
\end{align*}
\]

Step 1. Since \(N \neq 1\), control is transferred to Step 2.

Step 2. This is a recursive call. Hence the current values of the variables and the new return address (Step 3) are pushed onto the stacks as pictured in Fig. 6.18(h).

(i) (Level 3) The Step 2, recursive call \([\text{TOWER}(N-1, \text{BEG}, \text{END}, \text{AUX})]\) assigns the following values to the parameters:

\[
\begin{align*}
N & := N - 1 = 1, \quad \text{BEG} := \text{BEG} = B, \quad \text{AUX} := \text{END} = C, \quad \text{END} := \text{AUX} = A \\
\end{align*}
\]

Step 1. Now \(N = 1\). The operation \(\text{BEG} \rightarrow \text{END}\) implements the move

\[
B \rightarrow A
\]

Then control is transferred to Step 5. [For the Return.]

Step 5. The stacks are not empty; hence the top values on the stacks are removed, leaving Fig. 6.18(i), and they are assigned as follows:

\[
\begin{align*}
N & := 2, \quad \text{BEG} := B, \quad \text{AUX} := A, \quad \text{END} := C, \quad \text{ADD} := 3 \\
\end{align*}
\]

Control is transferred to the preceding Level 2 at Step ADD.

(j) (Level 2) [Reactivation at Step ADD = 3.]

Step 3. The operation \(\text{BEG} \rightarrow \text{END}\) implements the move

\[
B \rightarrow C
\]

Step 4. This is a recursive call. Hence the current values of the variables and the new return address (Step 5) are pushed onto the stacks as pictured in Fig. 6.18(j).

(k) (Level 3) The Step 4 recursive call \([\text{TOWER}(N-1, \text{AUX}, \text{BEG}, \text{END})]\) assigns the following values to the parameters:

\[
\begin{align*}
N & := N - 1 = 1, \quad \text{BEG} := \text{AUX} = C, \quad \text{AUX} := \text{BEG} = B, \quad \text{END} := \text{END} = C \\
\end{align*}
\]

Step 1. Now \(N = 1\). The operation \(\text{BEG} \rightarrow \text{END}\) implements the move

\[
A \rightarrow C
\]

Then control is transferred to Step 5. [For the Return.]

Step 5. The stacks are not empty; hence the top values on the stacks are removed, leaving Fig. 6.18(k), and they are assigned as follows:

\[
\begin{align*}
N & := 2, \quad \text{BEG} := B, \quad \text{AUX} := A, \quad \text{END} := C, \quad \text{ADD} := 5 \\
\end{align*}
\]

Control is transferred to the preceding Level 2 at Step ADD.

(l) (Level 2) [Reactivation at Step ADD = 5.]

Step 5. The stacks are not empty; hence the top values on the stacks are removed, leaving Fig. 6.18(l), and they are assigned as follows:

\[
\begin{align*}
N & := 3, \quad \text{BEG} := A, \quad \text{AUX} := B, \quad \text{END} := C, \quad \text{ADD} := 5 \\
\end{align*}
\]

Control is transferred to the preceding Level 1 at Step ADD.

(m) (Level 1) [Reactivation at Step ADD = 5.]

Step 5. The stacks are now empty. Accordingly, control is transferred to the original main program containing the statement

Call \(\text{TOWER}(3, \text{A}, \text{B}, \text{C})\)
Observe that the output consists of the following seven moves:

\[ A \rightarrow C, \quad A \rightarrow B, \quad C \rightarrow B, \quad A \rightarrow C, \quad B \rightarrow A, \quad B \rightarrow C, \quad A \rightarrow C. \]

This agrees with the solution in Fig. 6.15.

**Summary**

The Towers of Hanoi problem illustrates the power of recursion in the solution of various algorithmic problems. This section has shown how to implement recursion by means of stacks when using a programming language—notably FORTRAN or COBOL—which does not allow recursive programs. In fact, even when using a programming language—such as Pascal—which does support recursion, the programmer may want to use the nonrecursive solution, since it may be much less expensive than using the recursive solution.

### 6.10 / QUEUES

A *queue* is a linear list of elements in which deletions can take place only at one end, called the *front*, and insertions can take place only at the other end, called the *rear*. The terms "front" and "rear" are used in describing a linear list only when it is implemented as a queue.

Queues are also called first-in first-out (FIFO) lists, since the first element in a queue will be the first element out of the queue. In other words, the order in which elements enter a queue is the order in which they leave. This contrasts with stacks, which are last-in first-out (LIFO) lists.

Queues abound in everyday life. The automobiles waiting to pass through an intersection form a queue, in which the first car in line is the first car through; the people waiting in line at a bank form a queue, where the first person in line is the first person to be waited on; and so on. An important example of a queue in computer science occurs in a timesharing system, in which programs with the same priority form a queue while waiting to be executed. (Another structure, called a priority queue, is discussed in Sec. 6.13.)

**Example 6.10**

Figure 6.19(a) is a schematic diagram of a queue with 4 elements; where AAA is the front element and DDD is the rear element. Observe that the front and rear elements of the queue are also, respectively, the first and last elements of the list. Suppose an element is deleted from the queue. Then it must be AAA. This yields the queue in Fig. 6.19(b), where BBB is now the front element. Next, suppose EEE is added to the queue and then FFF is added to the queue. Then they must be added at the rear of the queue, as pictured in Fig. 6.19(c). Note that FFF is now the rear element. Now suppose another element is deleted from the queue; then it must be BBB, to yield the queue in Fig. 6.19(d). And so on. Observe that in such a data structure, EEE will be deleted before FFF because it has been placed in the queue before FFF. However, EEE will have to wait until CCC and DDD are deleted.
Representation of Queues

Queues may be represented in the computer in various ways, usually by means at one-way lists or linear arrays. Unless otherwise stated or implied, each of our queues will be maintained by a linear array QUEUE and two pointer variables: FRONT, containing the location of the front element of the queue; and REAR, containing the location of the rear element of the queue. The condition FRONT = NULL will indicate that the queue is empty.

Figure 6.20 shows the way the array in Fig. 6.19 will be stored in memory using an array QUEUE with N elements. Figure 6.20 also indicates the way elements will be deleted from the queue and the way new elements will be added to the queue. Observe that whenever an element is deleted from the queue, the value of FRONT is increased by 1; this can be implemented by the assignment

\[
\text{FRONT} := \text{FRONT} + 1
\]

Similarly, whenever an element is added to the queue, the value of REAR is increased by 1; this can be implemented by the assignment

\[
\text{REAR} := \text{REAR} + 1
\]

This means that after N insertions, the rear element of the queue will occupy QUEUE[N] or, in other words; eventually the queue will occupy the last part of the array. This occurs even though the queue itself may not contain many elements.

Suppose we want to insert an element ITEM into a queue at the time the queue does occupy the last part of the array, i.e., when REAR = N. One way to do this is to simply move the entire queue to the beginning of the array, changing FRONT and REAR accordingly, and then inserting ITEM as above. This procedure may be very expensive. The procedure we adopt is to assume that the array QUEUE is circular, that is, that QUEUE[1] comes after QUEUE[N] in the array. With this assumption, we insert ITEM into the queue by assigning ITEM to QUEUE[1]. Specifically, instead of increasing REAR to N + 1, we reset REAR = 1 and then assign

\[
\text{QUEUE[REAR]} := \text{ITEM}
\]
Similarly, if FRONT = N and an element of QUEUE is deleted, we reset FRONT = 1 instead of increasing FRONT to N + 1. (Some readers may recognize this as modular arithmetic, discussed in Sec. 2.2.)

Suppose that our queue contains only one element, i.e., suppose that

\[ \text{FRONT} = \text{REAR} \neq \text{NULL} \]

and suppose that the element is deleted. Then we assign

\[ \text{FRONT} := \text{NULL} \quad \text{and} \quad \text{REAR} := \text{NULL} \]

to indicate that the queue is empty.

**Example 6.11**

Figure 6.21 shows how a queue may be maintained by a circular array QUEUE with \( N = 5 \) memory locations. Observe that the queue always occupies consecutive locations except when it occupies locations at the beginning and at the end of the array. If the queue is viewed as a circular array, this means that it still occupies consecutive locations. Also, as indicated by Fig. 6.21(m), the queue will be empty only when FRONT = REAR and an element is deleted. For this reason, NULL is assigned to FRONT and REAR in Fig. 6.21(m).
We are now prepared to formally state our procedure QINSERT (Procedure 6.13),
which inserts a data ITEM into a queue. The first thing we do in the procedure is to
test for overflow, that is, to test whether or not the queue is filled.
Next we give a procedure QDELETE (Procedure 6.14), which deletes the first
element from a queue, assigning it to the variable ITEM. The first thing we do is to
test for underflow, i.e., to test whether or not the queue is empty.

Procedure 6.13: QINSERT(QUEUE, N, FRONT, REAR, ITEM)
This procedure inserts an element ITEM into a queue.

1. [Queue already filled?]
   If FRONT = 1 and REAR = N, or if FRONT = REAR + 1, then:
   Write: OVERFLOW, and Return.
2. [Find new value of REAR.]
   If FRONT := NULL, then: [Queue initially empty.]
   \[\text{Set FRONT} := 1 \text{ and REAR} := 1.\]
   Else if REAR = N, then:
   \[\text{Set REAR} := 1.\]
   Else:
   \[\text{Set REAR} := \text{REAR} + 1.\]
   [End of If structure.]
3. Set QUEUE[REAR] := ITEM. [This inserts new element.]
4. Return.

**Procedure 6.14: QDELETE(QUEUE, N, FRONT, REAR, ITEM)**

This procedure deletes an element from a queue and assigns it to the variable ITEM.

1. [Queue already empty?]
   If FRONT := NULL, then: Write: UNDERFLOW, and Return.
2. Set ITEM := QUEUE[FRONT].
3. [Find new value of FRONT.]
   If FRONT = REAR, then: [Queue has only one element to start.]
   \[\text{Set FRONT} := \text{NULL and REAR} := \text{NULL}.\]
   Else if FRONT = N, then:
   \[\text{Set FRONT} := 1.\]
   Else:
   \[\text{Set FRONT} := \text{FRONT} + 1.\]
   [End of If structure.]
4. Return.

### 6.11 LINKED REPRESENTATION OF QUEUES

In this section we discuss the linked representation of a queue. A linked queue is a queue implemented as a linked list with two pointer variables FRONT and REAR pointing to the nodes which is in the FRONT and REAR of the queue. The INFO fields of the list hold the elements of the queue and the LINK fields hold pointers to the neighboring elements in the queue. Fig. 6.22 illustrates the linked representation of the queue shown in Fig. 6.16(a).

---

[Diagram showing the linked representation of a queue with nodes labeled AAA, BBB, CCC, DDD, and X, with pointers indicating the connections and FRONT and Rear markers.]
In the case of insertion into a linked queue, a node borrowed from the AVAIL list and carrying the item to be inserted is added as the last node of the linked list representing the queue. The REAR pointer is updated to point to the last node just added to the list. In the case of deletion, the first node of the list pointed to by FRONT is deleted and the FRONT pointer is updated to point to the next node in the list. Fig. 6.23 and Fig. 6.24 illustrate the insert and delete operations on the queue shown in Fig. 6.22.

![Fig. 6.23](image1)

![Fig. 6.24](image2)

The array representation of a queue suffers from the drawback of limited queue capacity. This in turn calls for the checking of OVERFLOW condition every time an insertion is made into the queue. Also, due to the inherent disadvantage of the array data structure in which data movement is expensive, the maintenance of the queue calls for its circular implementation.

In contrast, the linked queue is not limited in capacity and therefore as many nodes as the AVAIL list can provide, may be inserted into the queue. This dispenses with the need to check for the OVERFLOW condition during insertion. Also, unlike the array representation, the linked queue functions as a linear queue and there is no need to view it as ‘circular’ for efficient management of space.

**Procedure 6.15: LINKQ_INSERT(INFO, LINK, FRONT, REAR, AVAIL, ITEM)**

This procedure inserts an ITEM into a linked queue

1. [Available space?] If AVAIL = NULL, then Write OVERFLOW and Exit
2. [Remove first node from AVAIL list]
   Set NEW := AVAIL and AVAIL := LINK[AVAIL]
   [Copies ITEM into new node]
4. If (FRONT = NULL) then FRONT = REAR = NEW
   [If Q is empty then ITEM is the first element in the queue Q]
   else set \text{LINK}[\text{REAR}] := \text{NEW} and \text{REAR} = \text{NEW}
   [REAR points to the new node appended to the end of the list]

5. Exit.

**Procedure 6.16: LINKQ\_DELETE (INFO, LINK, FRONT, REAR, AVAIL, ITEM)**

This procedure deletes the front element of the linked queue and stores it in ITEM

1. [Linked queue empty?] if (FRONT = NULL) then Write: UNDERFLOW and Exit
2. Set TEMP = FRONT [If linked queue is nonempty, remember FRONT in a temporary variable TEMP]
3. ITEM = INFO \{TEMP\}
4. FRONT = LINK \{TEMP\} [Reset FRONT to point to the next element in the queue]
5. \text{LINK}[\text{TEMP}] = \text{AVAIL} and \text{AVAIL} = \text{TEMP} [return the deleted node TEMP to the AVAIL list]

**Example 6.12**

For the linked queue shown in Fig. 6.22, the snapshots of the queue structure after the execution of the following operations are shown in Fig. 6.25.

(i) Delete (ii) Delete (iii) Insert FFF

Original linked queue:

![Original linked queue diagram](a)

Front

(i) Delete

![Deleted linked queue diagram](b)

Front

Rear

(iii) Insert FFF

Front

Rear
6.12 DEQUES

A deque (pronounced either “deck” or “dequeue”) is a linear list in which elements can be added or removed at either end but not in the middle. The term deque is a contraction of the name double-ended queue.

There are various ways of representing a deque in a computer. Unless it is otherwise stated or implied, we will assume our deque is maintained by a circular array DEQUE with pointers LEFT and RIGHT, which point to the two ends of the deque. We assume that the elements extend from the left end to the right end in the array. The term “circular” comes from the fact that we assume that DEQUE[1] comes after DEQUE[N] in the array. Figure 6.26 pictures two deques, each with 4 elements maintained in an array with N = 8 memory locations. The condition LEFT = NULL will be used to indicate that a deque is empty.

There are two variations of a deque—namely, an input-restricted deque and an output-restricted deque—which are intermediate between a deque and a queue. Specifically, an input-restricted deque is a deque which allows insertions at only one end of the list but allows deletions at both ends of the list; and an output-restricted deque is a deque which allows deletions at only one end of the list but allows insertions at both ends of the list.

<table>
<thead>
<tr>
<th>DEQUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEFT: 4</td>
</tr>
<tr>
<td>RIGHT: 7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AAA</th>
<th>BBB</th>
<th>CCC</th>
<th>DDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>DEQUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEFT: 7</td>
</tr>
<tr>
<td>RIGHT: 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>YYY</th>
<th>ZZZ</th>
<th>WWW</th>
<th>XXX</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

(b)

Fig. 6.26
The procedures which insert and delete elements in deques and the variations on those procedures are given as supplementary problems. As with queues, a complication may arise (a) when there is overflow, that is, when an element is to be inserted into a deque which is already full, or (b) when there is underflow, that is, when an element is to be deleted from a deque which is empty. The procedures must consider these possibilities.

6.13 PRIORITY QUEUES

A priority queue is a collection of elements such that each element has been assigned a priority and such that the order in which elements are deleted and processed comes from the following rules:

1. An element of higher priority is processed before any element of lower priority.
2. Two elements with the same priority are processed according to the order in which they were added to the queue.

A prototype of a priority queue is a timesharing system: programs of high priority are processed first, and programs with the same priority form a standard queue.

There are various ways of maintaining a priority queue in memory. We discuss two of them here: one uses a one-way list, and the other uses multiple queues. The ease or difficulty in adding elements to or deleting them from a priority queue clearly depends on the representation that one chooses.

One-Way List Representation of a Priority Queue

One way to maintain a priority queue in memory is by means of a one-way list, as follows:

1. Each node in the list will contain three items of information: an information field INFO, a priority number PRN and a link number LINK.
2. A node X precedes a node Y in the list (1) when X has higher priority than Y or (2) when both have the same priority but X was added to the list before Y. This means that the order in the one-way list corresponds to the order of the priority queue.

Priority numbers will operate in the usual way: the lower the priority number, the higher the priority.

Example 6.13

Figure 6.27 shows a schematic diagram of a priority queue with 7 elements. The diagram does not tell us whether BBB was added to the list before or after DDD. On the other hand, the diagram does tell us that BBB was inserted before CCC, because BBB and CCC have the same priority number and BBB appears before CCC in the list. Figure 6.28 shows the way the priority queue may appear in memory using linear arrays INFO, PRN and LINK. (See Sec. 5.2.)
The main property of the one-way list representation of a priority queue is that the element in the queue that should be processed first always appears at the beginning of the one-way list. Accordingly, it is a very simple matter to delete and process an element from our priority queue. The outline of the algorithm follows.

**Algorithm 6.17:** This algorithm deletes and processes the first element in a priority queue which appears in memory as a one-way list.

1. Set $ITEM := \text{INFO[START]}$. [This saves the data in the first node.]
2. Delete first node from the list.
4. Exit.
The details of the algorithm, including the possibility of underflow, are left as an exercise.

Adding an element to our priority queue is much more complicated than deleting an element from the queue, because we need to find the correct place to insert the element. An outline of the algorithm follows.

**Algorithm 6.18:** This algorithm adds an ITEM with priority number N to a priority queue which is maintained in memory as a one-way list.

(a) Traverse the one-way list until finding a node X whose priority number exceeds N. Insert ITEM in front of node X.

(b) If no such node is found, insert ITEM as the last element of the list.

The above insertion algorithm may be pictured as a weighted object “sinking” through layers of elements until it meets an element with a heavier weight.

The details of the above algorithm are left as an exercise. The main difficulty in the algorithm comes from the fact that ITEM is inserted before node X. This means that, while traversing the list, one must also keep track of the address of the node preceding the node being accessed.

---

**Example 6.14**

Consider the priority queue in Fig. 6.27. Suppose an item XXX with priority number 2 is to be inserted into the queue. We traverse the list, comparing priority numbers. Observe that DDD is the first element in the list whose priority number exceeds that of XXX. Hence XXX is inserted in the list in front of DDD, as pictured in Fig. 6.29. Observe that XXX comes after BBB and CCC, which have the same priority as XXX.

Suppose now that an element is to be deleted from the queue. It will be AAA, the first element in the list. Assuming no other insertions, the next element to be deleted will be BBB, then CCC, then XXX, and so on.

---

**Array Representation of a Priority Queue**

Another way to maintain a priority queue in memory is to use a separate queue for each level of priority (or for each priority number). Each such queue will appear in its own circular array and must have its own pair of pointers, FRONT and REAR. In fact, if each queue is allocated the same
amount of space, a two-dimensional array QUEUE can be used instead of the linear arrays. Figure 6.30 indicates this representation for the priority queue in Fig. 6.29. Observe that FRONT[K] and REAR[K] contain, respectively, the front and rear elements of row K of QUEUE, the row that maintains the queue of elements with priority number K.

\[
\begin{array}{c|c}
\text{FRONT} & \text{REAR} \\
1 & 2 & 2 \\
2 & 1 & 3 \\
3 & 0 & 0 \\
4 & 5 & 1 \\
5 & 4 & 4 \\
\end{array}
\]

\[
\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 \\
\text{AAA} & \text{BBB} & \text{CCC} & \text{XXX} & \text{DDD} & \text{EEE} \\
& & & \text{GGG} & & \\
\end{array}
\]

Fig. 6.30

The following are outlines of algorithms for deleting and inserting elements in a priority queue that is maintained in memory by a two-dimensional array QUEUE, as above. The details of the algorithms are left as exercises.

**Algorithm 6.19:** This algorithm deletes and processes the first element in a priority queue maintained by a two-dimensional array QUEUE.

1. [Find the first nonempty queue.]
   Find the smallest K such that \( \text{FRONT}[K] \neq \text{NULL} \).
2. Delete and process the front element in row K of QUEUE.
3. Exit.

**Algorithm 6.20:** This algorithm adds an ITEM with priority number M to a priority queue maintained by a two-dimensional array QUEUE.

1. Insert ITEM as the rear element in row M of QUEUE.
2. Exit.

**Summary**

Once again we see the time-space tradeoff when choosing between different data structures for a given problem. The array representation of a priority queue is more time-efficient than the one-way list. This is because when adding an element to a one-way list, one must perform a linear search on the list. On the other hand, the one-way list representation of the priority queue may be more space-efficient than the array representation. This is because in using the array representation, overflow occurs when the number of elements in any single priority level exceeds the capacity for that level, but in using the one-way list, overflow occurs only when the total number of elements exceeds the total capacity. Another alternative is to use a linked list for each priority level.
STACKS

6.1 Consider the following stack of characters, where STACK is allocated N = 8 memory cells:

STACK:  A, C, D, F, K, __, __, __.

(For notational convenience, we use "__" to denote an empty memory cell.) Describe the stack as the following operations take place:

(a) POP(STACK, ITEM)  (e) POP(STACK, ITEM)
(b) POP(STACK, ITEM)  (f) PUSH(STACK, R)
(c) PUSH(STACK, L)  (g) PUSH(STACK, S)
(d) PUSH(STACK, P)  (h) POP(STACK, ITEM)

The POP procedure always deletes the top element from the stack, and the PUSH procedure always adds the new element to the top of the stack. Accordingly:

(a) STACK: A, C, D, F, __, __, __, __
(b) STACK: A, C, D, __, __, __, __, __
(c) STACK: A, C, D, L, __, __, __, __
(d) STACK: A, C, D, L, P, __, __, __
(e) STACK: A, C, D, L, __, __, __, __
(f) STACK: A, C, D, L, R, __, __, __
(g) STACK: A, C, D, L, R, S, __, __
(h) STACK: A, C, D, L, R, __, __, __

6.2 Consider the data in Problem 6.1. (a) When will overflow occur? (b) When will C be deleted before D?

(a) Since STACK has been allocated N = 8 memory cells, overflow will occur when STACK contains 8 elements and there is a PUSH operation to add another element to STACK.

(b) Since STACK is implemented as a stack, C will never be deleted before D.

6.3 Consider the following stack, where STACK is allocated N = 6 memory cells:

STACK: AAA, DDD, EEE, FFF, GGG, ______

Describe the stack as the following operations take place: (a) PUSH(STACK, KKK), (b) POP(STACK, ITEM), (c) PUSH(STACK, LLL), (d) PUSH(STACK, SSS), (e) POP(STACK, ITEM) and (f) PUSH(STACK, TTT).

(a) KKK is added to the top of STACK, yielding

STACK: AAA, DDD, EEE, FFF, GGG, KKK
(b) The top element is removed from STACK, yielding

\[
\text{STACK: AAA, DDD, EEE, FFF, GGG, } \_\_\_\_.
\]

(c) LLL is added to the top of STACK, yielding

\[
\text{STACK: AAA, DDD, EEE, FFF, GGG, LLL}
\]

(d) Overflow occurs, since STACK is full and another element SSS is to be added to STACK.

No further operations can take place until the overflow is resolved—by adding additional space for STACK, for example.

6.4 Suppose STACK is allocated \( N = 6 \) memory cells and initially STACK is empty, or, in other words, TOP = 0. Find the output of the following module:

1. Set AAA := 2 and BBB := 5.
2. Call PUSH(STACK, AAA).
   Call PUSH(STACK, 4).
   Call PUSH(STACK, BBB + 2).
   Call PUSH(STACK, 9).
   Call PUSH(STACK, AAA + BBB).
3. Repeat while TOP \( \neq 0 \):
   Call POP(STACK, ITEM).
   Write: ITEM.
   [End of loop.]
4. Return.

Step 1. Sets AAA = 2 and BBB = 5.
Step 2. Pushes AAA = 2, 4, BBB + 2 = 7, 9 and AAA + BBB = 7 onto STACK, yielding

\[
\text{STACK: 2, 4, 7, 9, 7, } \_\_\_.
\]

Step 3. Pops and prints the elements of STACK until STACK is empty. Since the top element is always popped, the output consists of the following sequence:

\[
7, 9, 7, 4, 2
\]

Observe that this is the reverse of the order in which the elements were added to STACK.

6.5 Suppose a given space \( S \) of \( N \) contiguous memory cells is allocated to \( K = 6 \) stacks. Describe ways that the stacks may be maintained in \( S \).

Suppose no prior data indicate that any one stack will grow more rapidly than any of the other stacks. Then one may reserve \( N/K \) cells for each stack, as in Fig. 6.31(a), where \( B_1, B_2, \ldots, B_6 \) denote, respectively, the bottoms of the stacks. Alternatively, one can partition the stacks into pairs and reserve \( 2N/K \) cells for each pair of stacks, as in Fig. 6.31(b). The second method may decrease the number of times overflow will occur.
6.6 A Programming language provides two functions ALLOCATE (X) and FREE(X) for the maintenance of linked list structures. ALLOCATE(X) allots a node with address X for use in the linked list structure and FREE(X) frees the node with address X used in the application to the AVAIL list. Assuming the AVAIL list to be maintained as a linked stack, write procedures to implement the functions ALLOCATE and FREE.

With the AVAIL list maintained as a linked stack, the procedure ALLOCATE(X) performs a pop operation on the linked stack to release the top node whose address is X. Also, the procedure FREE(X) performs a push operation on the linked stack, inserting the node that has been deleted from the application and whose address is X, to the top of the stack.

Procedure ALLOCATE(X)
1. If AVAIL = NULL then NO_MORE_NODES
2. X = AVAIL [Allot top node of AVAIL to X]
3. AVAIL = LINK(AVAIL) [Reset AVAIL to point to the next node]
4. Exit.

Procedure FREE(X)
1. LINK(X) = AVAIL
2. AVAIL = X
3. Exit

Polish Notation

6.7 Translate, by inspection and hand, each infix expression into its equivalent postfix expression:

(a) \((A - B) \ast (D/E)\)  (b) \((A + B \uparrow D)/(E - F) + G\)
(c) \(A \ast (B + D)/E - F \ast (G + H/K)\)

Using the order in which the operators are executed, translate each operator from infix to postfix notation. (We use brackets [ ] to denote a partial translation.)

(a) \((A - B)\ast(D/E) = [AB-]\ast[DE/] = AB - DE/\ast \)
(b) \((A + B \uparrow D)/(E - F) + G = (A + [BD\uparrow])/[EF -] + G = [ABD\uparrow +]/[EF -] + G \)
\(= [ABD\uparrow +EF - /] + G = ABD\uparrow +EF - /G + \)
(c) \(A\ast(B + D)/E - F\ast(G + H/K) = A\ast[BD +]/E - F\ast(G + [HK/]) \)
\(= [ABD + \ast]/E - F\ast[GHK/ +] \)
\[ = [ABD + *E/] - [FGHK/ + *] \]
\[ = ABD + *E/FGHK / + * - \]

Observe that we did translate more than one operator in a single step when the operands did not overlap.

6.8 Consider the following arithmetic expression P, written in postfix notation:

\[ P: \quad 12, \, 7, \, 3, \, -, \, /, \, 2, \, 1, \, 5, \, +, \, *, \, + \]

(a) Translate P, by inspection and hand, into its equivalent infix expression.

(b) Evaluate the infix expression.

(a) Scanning from left to right, translate each operator from postfix to infix notation. (We use brackets [ ] to denote a partial translation.)

\[ P = 12, \, [7 - 3], \, /, \, 2, \, 1, \, 5, \, +, \, *, \, + \]
\[ = [12/(7 - 3)], \, 2, \, 1, \, 5, \, +, \, *, \, + \]
\[ = [12/(7 - 3)], \, 2, \, [1 + 5], \, *, \, + \]
\[ = [12/(7 - 3)], \, [2 \times (1 + 5)], \, + \]
\[ = 12/(7 - 3) + 2 \times (1 + 5) \]

(b) Using the infix expression, we obtain:

\[ P = 12/(7 - 3) + 2 \times (1 + 5) = 12/4 + 2 \times 6 = 3 + 12 = 15 \]

6.9 Consider the postfix expression P in Problem 6.8. Evaluate P using Algorithm 6.5.

First add a sentinel right parenthesis at the end of P to obtain:

\[ P: \quad 12, \, 7, \, 3, \, -, \, /, \, 2, \, 1, \, 5, \, +, \, *, \, +, \, ) \]

Scan P from left to right. If a constant is encountered, put it on a stack, but if an operator is encountered, evaluate the two top constants on the stack. Figure 6.32 shows the contents of STACK as each element of P is scanned. The final number, 15, in STACK, when the sentinel right parenthesis is scanned, is the value of P. This agrees with the result in Problem 6.8(b).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>STACK</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>12, 7</td>
</tr>
<tr>
<td>3</td>
<td>12, 7, 3</td>
</tr>
<tr>
<td>-</td>
<td>12, 4</td>
</tr>
<tr>
<td>/</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>3, 2</td>
</tr>
<tr>
<td>1</td>
<td>3, 2, 1</td>
</tr>
<tr>
<td>5</td>
<td>3, 2, 1, 5</td>
</tr>
<tr>
<td>+</td>
<td>3, 2, 6</td>
</tr>
<tr>
<td>*</td>
<td>3, 12</td>
</tr>
<tr>
<td>+</td>
<td>15</td>
</tr>
<tr>
<td>)</td>
<td>15</td>
</tr>
</tbody>
</table>

Fig. 6.32
6.10 Consider the following infix expression Q:

\[ Q: \ ( ( A + B ) \ast D ) \uparrow ( E - F ) \]

Use Algorithm 6.6 to translate Q into its equivalent postfix expression P.

First push a left parenthesis onto STACK, and then add a right parenthesis to the end of Q to obtain

\[ Q: \ ( ( A + B ) \ast D ) \uparrow ( E - F ) \]

(Note that Q now contains 16 elements.) Scan Q from left to right. Recall that (1) if a constant is encountered, it is added to P; (2) if a left parenthesis is encountered, it is put on the stack; (3) if an operator is encountered, it “sinks” to its own level; and (4) if a right parenthesis is encountered, it “sinks” to the first left parenthesis. Figure 6.33 shows pictures of STACK and the string P as each element of Q is scanned. When STACK is empty, the final right parenthesis has been scanned and the result is

\[ P: \ A \ B \ + \ D \ast E \ F \ - \uparrow \]

which is the required postfix equivalent of Q.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>STACK</th>
<th>Expression P</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>(</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>A</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>+</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>B</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>*</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>D</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>(</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>E</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>-</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>F</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
<tr>
<td>)</td>
<td>(</td>
<td>A</td>
</tr>
</tbody>
</table>

Fig. 6.33

6.11 Translate, by inspection and hand, each infix expression into its equivalent prefix expression:

(a) \( (A - B) \ast (D / E) \)

(b) \( (A + B \uparrow D) / (E - F) + G \)

Is there any relationship between the prefix expressions and the equivalent postfix expressions obtained in Solved Problem 6.7.

Using the order in which the operators are executed, translate each operator from infix to prefix notation.
(a) \((A - B)*\frac{1}{DE} = \frac{1}{AB} = A B / D E\)
(b) \((A + B \uparrow D)/(E - F) + G = (A + \uparrow BD)/(E - F) + G = + A \uparrow BD - EF + G = + A \uparrow BD - E F G\)

The prefix expression is not the reverse of the postfix expression. However, the order of the operands—A, B, D and E in part (a) and A, B, D, E, F and G in part (b)—is the same for all three expressions, infix, postfix and prefix.

Quicksort

6.12 Suppose S is the following list of 14 alphabetic characters:

\[\text{D AT A S T R U C T U R E S}\]

Suppose the characters in S are to be sorted alphabetically. Use the quicksort algorithm to find the final position of the first character D.

Beginning with the last character S, scan the list from right to left until finding a character which precedes D alphabetically. It is C. Interchange D and C to obtain the list:

\[\text{C AT A S T R U D U C T U R E S}\]

Beginning with this C, scan the list toward D, i.e., from left to right, until finding a character which succeeds D alphabetically. It is T. Interchange D and T to obtain the list:

\[\text{C A D A S T R U U T U R E S}\]

Beginning with this T, scan the list toward D until finding a character which precedes D. It is A. Interchange D and A to obtain the list:

\[\text{C A A D S T R U U T U R E S}\]

Beginning with this A, scan the list toward D until finding a character which succeeds D. There is no such letter. This means D is in its final position. Furthermore, the letters before D form a sublist consisting of all letters preceding D alphabetically and the letters after D form a sublist consisting of all the letters succeeding D alphabetically, as follows:

\[\text{C A A D S T R U U T U R E S}\]

Sublist

Sublist

Sorting S is now reduced to sorting each sublist.

6.13 Suppose S consists of the following \(n = 5\) letters:

\[\text{A B C D E}\]

Find the number \(C\) of comparisons to sort S using quicksort. What general conclusion can one make, if any?

Beginning with E, it takes \(n - 1 = 4\) comparisons to recognize that the first letter A is already in its correct position. Sorting S is now reduced to sorting the following sublist with \(n - 1 = 4\) letters:
Beginning with E, it takes \( n - 2 = 3 \) comparisons to recognize that the first letter B in the sublist is already in its correct position. Sorting S is now reduced to sorting the following sublist with \( n - 2 = 3 \) letters:

A B C D E

Similarly, it takes \( n - 3 = 2 \) comparisons to recognize that the letter C is in its correct position, and it takes \( n - 4 = 1 \) comparison to recognize that the letter D is in its correct position. Since only one letter is left, the list is now known to be sorted. Altogether we have:

\[ C = 4 + 3 + 2 + 1 = 10 \text{ comparisons} \]

Similarly, using quicksort, it takes

\[ C = (n - 1) + (n - 2) + \ldots + 2 + 1 = \frac{n(n - 1)}{2} = \frac{n^2}{2} + O(n) = O(n^2) \]

comparisons to sort a list with \( n \) elements when the list is already sorted. (This can be shown to be the worst case for quicksort.)

6.14 Consider the quicksort algorithm. (a) Can the arrays LOWER and UPPER be implemented as queues rather than as stacks? Why? (b) How much extra space is needed for the quicksort algorithm, or, in other words, what is the space complexity of the algorithm?

(a) Since the order in which the subsets are sorted does not matter, LOWER and UPPER can be implemented as queues, or even deques, rather than as stacks.

(b) Quicksort algorithm is an “in-place” algorithm; that is, the elements remain in their places except for interchanges. The extra space is required mainly for the stacks LOWER and UPPER. On the average, the extra space required for the algorithm is proportional to \( \log n \), where \( n \) is the number of elements to be sorted.

Recursion

6.15 Let \( a \) and \( b \) denote positive integers. Suppose a function \( Q \) is defined recursively as follows:

\[ Q(a, b) = \begin{cases} 
0 & \text{if } a < b \\
Q(a - b, b) + 1 & \text{if } b \leq a 
\end{cases} \]

(a) Find the value of \( Q(2, 3) \) and \( Q(14, 3) \).

(b) What does this function do? Find \( Q(5861, 7) \).

(a) \( Q(2, 3) = 0 \) since \( 2 < 3 \)
\[ Q(14, 3) = Q(11, 3) + 1 \\
= [Q(8, 3) + 1] + 1 = Q(8, 3) + 2 \]
= [Q(5, 3) + 1] + 2 = Q(5, 3) + 3
= [Q(2, 3) + 1] + 3 = Q(2, 3) + 4
= 0 + 4 = 4

(b) Each time \( b \) is subtracted from \( a \), the values of \( Q \) is increased by 1. Hence \( Q(a, b) \) finds the quotient when \( a \) is divided by \( b \). Thus,

\[ Q(5861, 7) = 837 \]

6.16 Let \( n \) denote a positive integer. Suppose a function \( L \) is defined recursively as follows:

\[
L(n) = \begin{cases} 
0 & \text{if } n = 1 \\
L(\lfloor n/2 \rfloor) + 1 & \text{if } n > 1 
\end{cases}
\]

(Here \( \lfloor k \rfloor \) denotes the “floor” of \( k \), that is, the greatest integer which does not exceed \( k \). See Sec. 2.2.)

(a) Find \( L(25) \).
(b) What does this function do?

(a) 
\[
L(25) = L(12) + 1
= [L(6) + 1] + 1 = L(6) + 2
= [L(3) + 1] + 2 = L(3) + 3
= [L(1) + 1] + 3 = L(1) + 4
= 0 + 4 = 4
\]

(b) Each time \( n \) is divided by 2, the value of \( L \) is increased by 1. Hence \( L \) is the greatest integer such that

\[ 2^L \leq n \]

Accordingly, this function finds

\[ L = \lfloor \log_2 n \rfloor \]

6.17 Suppose the Fibonacci numbers \( F_{11} = 89 \) and \( F_{12} = 144 \) are given.

(a) Should one use recursion or iteration to obtain \( F_{16} \)? Find \( F_{16} \).
(b) Write an iterative procedure to obtain the first \( N \) Fibonacci numbers \( F[1], F[2], \ldots, F[N], \) where \( N > 2 \). (Compare this with the recursive Procedure 6.10.)

(a) The Fibonacci numbers should be evaluated by using iteration (that is, by evaluating from the bottom up), rather than by using recursion (that is, evaluating from the top down).

Recall that each Fibonacci number is the sum of the two preceding Fibonacci numbers. Beginning with \( F_{11} \) and \( F_{12} \) we have

\[
F_{13} = 89 + 144 = 233, \quad F_{14} = 144 + 233 = 377, \quad F_{15} = 233 + 377 = 610
\]

and hence

\[ F_{16} = 377 + 610 = 987 \]
(b) Procedure P6.17: FIBONACCI(F, N)

This procedure finds the first N Fibonacci numbers and assigns them to an array F.

2. Repeat for L = 3 to N:
   [End of loop.]
3. Return.

(We emphasize that this iterative procedure is much more efficient than the recursive Procedure 6.10.)

6.18 Use the definition of the Ackermann function (Definition 6.3) to find A(1, 3).

We have the following 15 steps:

(1) A(1, 3) = A(0, A(1, 2))
(2) A(1, 2) = A(0, A(1, 1))
(3) A(1, 1) = A(0, A(1, 0))
(4) A(1, 0) = A(0, 1)
(5) A(0, 1) = 1 + 1 = 2
(6) A(1, 0) = 2
(7) A(1, 1) = A(0, 2)
(8) A(0, 2) = 2 + 1 = 3
(9) A(1, 1) = 3
(10) A(1, 2) = A(0, 3)
(11) A(0, 3) = 3 + 1 = 4
(12) A(1, 2) = 4
(13) A(1, 3) = A(0, 4)
(14) A(0, 4) = 4 + 1 = 5
(15) A(1, 3) = 5

The forward indentation indicates that we are postponing an evaluation and are recalling the
definition, and the backward indentation indicates that we are backtracking.

Observe that the first formula in Definition 6.3 is used in Steps 5, 8, 11 and 14, the
second formula in Step 4 and the third formula in Steps 1, 2 and 3. In the other Steps we
are backtracking with substitutions.

6.19 Suppose a recursive procedure P contains only one recursive call:

   Step K. Call P.

   Indicate the reason that the stack STADD (for the return addresses) is not necessary.

   Since there is only one recursive call, control will always be transferred to Step K + 1 on
a Return, except for the final Return to the main program. Accordingly, instead of maintaining
the stack STADD (and the local variable ADD), we simply write

   (c) Go to Step K + 1
instead of

(c) Go to Step ADD

in the translation of "Step J. Return." (See Sec. 6.9.)

6.20 Rewrite the solution to the Towers of Hanoi problem so it uses only one recursive call instead of two.

One may view the pegs A and B symmetrically. That is, we apply the steps

Move \( N - 1 \) disks from A to B, and then apply \( A \rightarrow C \)
Move \( N - 2 \) disks from B to A, and then apply \( B \rightarrow C \)
Move \( N - 3 \) disks from A to B, and then apply \( A \rightarrow C \)
Move \( N - 4 \) disks from B to A, and then apply \( B \rightarrow C \)

and so on. Accordingly, we can iterate a single recursive call, interchanging BEG and AUX after each iteration, as follows:

**Procedure P6.20: TOWER(N, BEG, AUX, END)**

1. If \( N = 0 \), then: Return.
2. Repeat Steps 3 to 5 for \( K = N, N - 1, N - 2, \ldots, 1 \).
3. Call TOWER\((K - 1, BEG, END, AUX)\).
4. Write: BEG \( \rightarrow \) END.
5. [Interchange BEG and AUX.]
   Set TEMP := BEG, BEG := AUX, AUX := TEMP.
   [End of Step 2 loop.]
6. Return.

Observe that we use \( N = 0 \) as a base value for the recursion instead of \( N = 1 \). Either one may be used to yield a solution.

6.21 Consider the stack implementation algorithm in Sec. 6.9 for translating a recursive procedure into a nonrecursive procedure. Recall that, at the time of a recursive call, we pushed the new return address rather than the current return address onto the stack STADD. Suppose we decide to push the current return address onto the stack STADD. (Many texts do this.) What changes must then take place in the translation algorithm?

The main change is that, at the time of a Return to the preceding execution level, the current value of ADD determines the location of the Return, not the value of ADD after the stack values have been popped. Accordingly, the value of ADD must be saved, by setting SAVE := ADD, then the stack values are popped and then control is transferred to Step SAVE. Another change is that one must initially assign ADD := Main and then Return to the main calling program when ADD = Main, not when the stacks are empty. The formal algorithm follows.

(1) Preparation.
   
   (a) Define a stack STPAR for each parameter PAR, a stack STVAR for each local variable VAR and a local variable ADD and a stack STADD to hold return addresses.
   
   (b) Set TOP := NULL and ADD := Main.
(2) Translation of “Step K. Call P.”
   (a) Push the current values of the parameters and local variables and the current return address ADD onto the appropriate stacks.
   (b) Reset the parameters using the new argument values, and set ADD := [Step] K + 1.
   (c) Go to Step 1. [The beginning of the procedure P.]

(3) Translation of “Step J. Return.”
   (a) If ADD = Main, then: Return. [Control is transferred to the main program.]
   (b) Set SAVE := ADD.
   (c) Restore the top values of the stacks. That is, set the parameters and local variables equal to the top values on the stacks, and set ADD equal to the top value on the stack STADD.
   (d) Go to Step SAVE.
   (Compare this translation algorithm with the algorithm in Sec. 6.9.)

Queues, Deques

6.22 Consider the following queue of characters, where QUEUE is a circular array which is allocated six memory cells:

   FRONT = 2,  REAR = 4  QUEUE: ____, A, C, D, ____, __

(For notational convenience, we use “__” to denote an empty memory cell.) Describe the queue as the following operations take place:

   (a) F is added to the queue.
   (b) two letters are deleted.
   (c) K, L and M are added to the queue.
   (d) two letters are deleted.
   (e) R is added to the queue.
   (f) two letters are deleted.
   (g) S is added to the queue.
   (h) two letters are deleted.
   (i) one letter is deleted.
   (j) one letter is deleted.

(a) F is added to the rear of the queue, yielding

   FRONT = 2,  REAR = 5  QUEUE: ____, A, C, D, F, __

Note that REAR is increased by 1.

(b) The two letters, A and C, are deleted, leaving

   FRONT = 4,  REAR = 5  QUEUE: ____, ____, D, F, __

Note that FRONT is increased by 2.

(c) K, L and M are added to the rear of the queue. Since K is placed in the last memory cell of QUEUE, L and M are placed in the first two memory cells. This yields

   FRONT = 4,  REAR = 2  QUEUE: L, M, ____, D, F, K

Note that REAR is increased by 3 but the arithmetic is modulo 6:

   REAR = 5 + 3 = 8 = 2 (mod 6)

(d) The two front letters, D and F are deleted, leaving

   FRONT = 6,  REAR = 2  QUEUE: L, M, ____, ____, __, K
(e) R is added to the rear of the queue, yielding
   \[\text{FRONT} = 6, \quad \text{REAR} = 3 \quad \text{QUEUE: L, M, R, \_\_\_\_, K}\]

(f) The two front letters, K and L, are deleted, leaving
   \[\text{FRONT} = 2, \quad \text{REAR} = 3 \quad \text{QUEUE: \_\_\_, M, R, \_\_\_, \_\_\_}\]
   Note that FRONT is increased by 2 but the arithmetic is modulo 6:
   \[\text{FRONT} = 6 + 2 = 8 = 2 \pmod{6}\]

(g) S is added to the rear of the queue, yielding
   \[\text{FRONT} = 2, \quad \text{REAR} = 4 \quad \text{QUEUE: \_\_\_, M, R, S, \_\_\_}\]

(h) The two front letters, M and R, are deleted, leaving
   \[\text{FRONT} = 4, \quad \text{REAR} = 4 \quad \text{QUEUE: \_\_\_, \_\_\_, S, \_\_\_}\]

(i) The front letter S is deleted. Since \text{FRONT} = \text{REAR}, this means that the queue is empty; hence we assign NULL to FRONT and REAR. Thus
   \[\text{FRONT} = 0, \quad \text{REAR} = 0 \quad \text{QUEUE: \_\_\_, \_\_\_, \_\_\_, \_\_\_}\]

(j) Since \text{FRONT} = \text{NULL}, no deletion can take place. That is, underflow has occurred.

6.23 Suppose each data structure is stored in a circular array with \(N\) memory cells.

(a) Find the number NUMB of elements in a queue in terms of FRONT and REAR.
(b) Find the number NUMB of elements in a deque in terms of LEFT and RIGHT.
(c) When will the array be filled?

(a) If \(\text{FRONT} \leq \text{REAR}\), then \(\text{NUMB} = \text{REAR} - \text{FRONT} + 1\). For example, consider the following queue with \(N = 12\):
   \[\text{FRONT} = 3, \quad \text{REAR} = 9 \quad \text{QUEUE: \_\_\_, \_\_\_, \_\_\_, \_\_\_, \_\_\_, \*\*, \*\*, \*\*, \*\*, \_\_\_, \_\_\_}\]
   Then \(\text{NUMB} = 9 - 3 + 1 = 7\), as pictured.
   If \(\text{REAR} < \text{FRONT}\), then \(\text{FRONT} - \text{REAR} - 1\) is the number of empty cells, so
   \[\text{NUMB} = \text{N} - (\text{FRONT} - \text{REAR} - 1) = \text{N} + \text{REAR} - \text{FRONT} + 1\]
   For example, consider the following queue with \(N = 12\):
   \[\text{FRONT} = 9, \quad \text{REAR} = 4 \quad \text{QUEUE: \*\*, \*\*, \*\*, \_\_\_, \_\_\_, \_\_\_, \_\_\_, \_\_\_, \_\_\_, \_\_\_, \*\*, \*\*, \*\*, \*\*, \_\_\_}\]
   Then \(\text{NUMB} = 12 + 4 - 9 + 1 = 8\), as pictured.
   Using arithmetic modulo \(N\), we need only one formula, as follows:
   \[\text{NUMB} = \text{REAR} - \text{FRONT} + 1 \pmod{\text{N}}\]

(b) The same result holds for deques except that \text{FRONT} is replaced by \text{RIGHT}. That is,
   \[\text{NUMB} = \text{RIGHT} - \text{LEFT} + 1 \pmod{\text{N}}\]

(c) With a queue, the array is full when
   (i) \(\text{FRONT} = 1\) and \(\text{REAR} = \text{N}\) or (ii) \(\text{FRONT} = \text{REAR} + 1\)
Similarly, with a deque, the array is full when

(i) \( \text{LEFT} = 1 \) and \( \text{RIGHT} = N \)  \; \text{or} \;  \quad (ii) \text{LEFT} = \text{RIGHT} + 1

Each of these conditions implies \( \text{NUMB} = N \).

6.24 Consider the following deque of characters where \text{DEQUE} is a circular array which is allocated six memory cells:

\[
\text{LEFT} = 2, \quad \text{RIGHT} = 4 \quad \text{DEQUE}: \_\_\_, A, C, D, \_\_\_, __\_
\]

Describe the deque while the following operations take place.

(a) \( F \) is added to the right of the deque.
(b) Two letters on the right are deleted.
(c) \( K, L \) and \( M \) are added to the left of the deque.
(d) One letter on the left is deleted.
(e) \( R \) is added to the left of the deque.
(f) \( S \) is added to the right of the deque.
(g) \( T \) is added to the right of the deque.

(a) \( F \) is added on the right, yielding

\[
\text{LEFT} = 2, \quad \text{RIGHT} = 5 \quad \text{DEQUE}: \_\_\_, A, C, D, F, __\_
\]

Note that \( \text{RIGHT} \) is increased by 1.

(b) The two right letters, \( F \) and \( D \), are deleted, yielding

\[
\text{LEFT} = 2, \quad \text{RIGHT} = 3 \quad \text{DEQUE}: \_\_\_, A, C, __\_, __\_, __\_
\]

Note that \( \text{RIGHT} \) is decreased by 2.

(c) \( K, L \) and \( M \) are added on the left. Since \( K \) is placed in the first memory cell, \( L \) is placed in the last memory cell and \( M \) is placed in the next-to-last memory cell. This yields

\[
\text{LEFT} = 5, \quad \text{RIGHT} = 3 \quad \text{DEQUE}: K, A, C, __\_, M, L
\]

Note that \( \text{LEFT} \) is decreased by 3 but the arithmetic is modulo 6:

\[
\text{LEFT} = 2 \text{ mod } 6 \quad \text{LEFT} = 2 - 3 = -1 = 5 \text{ (mod 6)}
\]

(d) The left letter, \( M \), is deleted, leaving

\[
\text{LEFT} = 6, \quad \text{RIGHT} = 3 \quad \text{DEQUE}: K, A, C, __\_, __\_, L
\]

Note that \( \text{LEFT} \) is increased by 1.

(e) \( R \) is added on the left, yielding

\[
\text{LEFT} = 5, \quad \text{RIGHT} = 3 \quad \text{DEQUE}: K, A, C, __\_, R, L
\]

Note that \( \text{LEFT} \) is decreased by 1.

(f) \( S \) is added on the right, yielding

\[
\text{LEFT} = 5, \quad \text{RIGHT} = 4 \quad \text{DEQUE}: K, A, C, S, R, L
\]

(g) Since \( \text{LEFT} = \text{RIGHT} + 1 \), the array is full; and hence \( T \) cannot be added to the deque. That is, overflow has occurred.
6.25 Consider a deque maintained by a circular array with N memory cells.
(a) Suppose an element is added to the deque. How is LEFT or RIGHT changed?
(b) Suppose an element is deleted. How is LEFT or RIGHT changed?
(a) If the element is added on the left, then LEFT is decreased by 1 (mod N). On the other hand, if the element is added on the right, then RIGHT is increased by 1 (mod N).
(b) If the element is deleted from the left, then LEFT is increased by 1 (mod N). However if the element is deleted from the right, then RIGHT is decreased by 1 (mod N). In the case that LEFT = RIGHT before the deletion (that is, when the deque has only one element), then LEFT and RIGHT are both assigned NULL to indicate that the deque is empty.

6.26 A linked queue $Q$ and an AVAIL list maintained as a linked stack, are as shown in Fig. 6.34. Trace the contents of the memory after the execution of the following operations on the linked queue $Q$.

<table>
<thead>
<tr>
<th>INFO</th>
<th>LINK</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>56</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
</tr>
<tr>
<td>25</td>
<td>12</td>
</tr>
<tr>
<td>26</td>
<td>5</td>
</tr>
<tr>
<td>27</td>
<td>76</td>
</tr>
<tr>
<td>28</td>
<td>123</td>
</tr>
<tr>
<td>29</td>
<td>09</td>
</tr>
<tr>
<td>30</td>
<td>45</td>
</tr>
<tr>
<td>31</td>
<td>23</td>
</tr>
<tr>
<td>32</td>
<td>56</td>
</tr>
<tr>
<td>33</td>
<td>78</td>
</tr>
<tr>
<td>34</td>
<td>123</td>
</tr>
</tbody>
</table>

Fig. 6.34

AVAIL: 32
Linked queue $Q$: FRONT: 27, REAR: 23

(i) Insert 567
(ii) Delete
(iii) Delete
(iv) Insert 67

It is easier to show the memory contents after extracting the linked queue $Q$ and AVAIL list and performing the operations on the lists.

Linked queue $Q$:

![Linked queue diagram]
AVAIL list:

Linked queue Q and AVAIL list after the execution of (i) Insert 567 and (ii) Delete operations

Linked queue Q:

AVAIL list:

Linked queue Q and AVAIL list after the execution of (iii) Delete and (iv) Insert 67 operations

Linked queue Q:

The snapshot of the memory after the execution of the operations is shown below:

<table>
<thead>
<tr>
<th>INFO</th>
<th>LINK</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>56</td>
</tr>
<tr>
<td>24</td>
<td>56</td>
</tr>
<tr>
<td>25</td>
<td>12</td>
</tr>
<tr>
<td>26</td>
<td>5</td>
</tr>
<tr>
<td>27</td>
<td>76</td>
</tr>
<tr>
<td>28</td>
<td>123</td>
</tr>
<tr>
<td>29</td>
<td>09</td>
</tr>
<tr>
<td>30</td>
<td>67</td>
</tr>
<tr>
<td>31</td>
<td>23</td>
</tr>
<tr>
<td>32</td>
<td>567</td>
</tr>
<tr>
<td>33</td>
<td>76</td>
</tr>
<tr>
<td>34</td>
<td>123</td>
</tr>
</tbody>
</table>
AVAIL: 27
Linked queue Q: FRONT: 23
REAR: 30

Observe how the insertions into the linked list Q calls for a pop operation from the AVAIL list maintained as a linked stack and the deletions from Q call for push operations into the AVAIL list.

Priority Queues

6.27 Consider the priority queue in Fig. 6.28, which is maintained as a one-way list.
(a) Describe the structure after (XXX, 2), (YYY, 3), (ZZZ, 2) and (WWW, 1) are added to the queue. (b) Describe the structure if, after the preceding insertions, three elements are deleted.

(a) Traverse the list to find the first element whose priority number exceeds that of XXX. It is DDD, so insert XXX before DDD (after CCC) in the first empty cell, INFO[2]. Then traverse the list to find the first element whose priority number exceeds that of YYY. Again it is DDD. Hence insert YYY before DDD (after XXX) in the next empty cell, INFO[7]. Then traverse the list to find the first element whose priority number exceeds that of ZZZ. It is YYY. Hence insert ZZZ before YYY (after XXX) in the next empty cell, INFO[10]. Last, traverse the list to find the first element whose priority number exceeds that of WWW. It is BBB. Hence insert WWW before BBB (after AAA) in the next empty cell, INFO[11]. This finally yields the structure in Fig. 6.35(a).

(b) The first three elements in the one-way list are deleted. Specifically, first AAA is deleted and its memory cell INFO[5] is added to the AVAIL list. Then WWW is deleted and its memory cell INFO[11] is added to the AVAIL list. Last, BBB is deleted and its memory cell INFO[1] is added to the AVAIL list. This finally yields the structure in Fig. 6.35(b).

Remark: Observe that START and AVAIL are changed accordingly.

6.28 Consider the priority queue in Fig. 6.30, which is maintained by a two-dimensional array QUEUE. (a) Describe the structure after (RRR, 3), (SSS, 4), (TTT, 1), (UUU, 4) and (VVV, 2) are added to the queue. (b) Describe the structure if, after the preceding insertions, three elements are deleted.

(a) Insert each element in its priority row. That is, add RRR as the rear element in row 3, add SSS as the rear element in row 4, add TTT as the rear element in row 1, add UUU as the rear element in row 4 and add VVV as the rear element in row 2. This yields the structure in Fig. 6.36(a). (As noted previously, insertions with this array representation are usually simpler than insertions with the one-way list representation.)

(b) First delete the elements with the highest priority in row 1. Since row 1 contains only two elements, AAA and TTT, then the front element in row 2, BBB, must also be deleted. This finally leaves the structure in Fig. 6.36(b).

Remark: Observe that, in both cases, FRONT and REAR are changed accordingly.
Fig. 6.35
Stacks, Queues, Recursion

Stacks

6.1 Consider the following stack of city names:


(a) Describe the stack as the following operations take place:

(i) PUSH(STACK, Athens),
(ii) POP(STACK, ITEM),
(iii) POP(STACK, ITEM),
(iv) PUSH(STACK, Madrid),
(v) PUSH(STACK, Moscow),
(vi) POP(STACK, ITEM)

(b) Describe the stack if the operation POP(STACK, ITEM) deletes London.

6.2 Consider the following stack where STACK is allocated N = 4 memory cells:

STACK: AAA, BBB.

Describe the stack as the following operations take place:

(a) POP(STACK, ITEM)  (c) PUSH(STACK, EEE)  (e) POP(STACK, ITEM)
(b) POP(STACK, ITEM)  (d) POP(STACK, ITEM)  (f) PUSH(STACK, GGG)
6.3 Suppose the following stack of integers is in memory where STACK is allocated \( N = 6 \) memory cells:

\[
\begin{align*}
\text{TOP} & = 3 \\
\text{STACK:} & = 5, 2, 3, __, __, __
\end{align*}
\]

Find the output of the following program segment:

1. Call \( \text{POP(STACK, ITEMA)} \).
   Call \( \text{POP(STACK, ITEMB)} \).
   Call \( \text{PUSH(STACK, ITEMB + 2)} \).
   Call \( \text{PUSH(STACK, 8)} \).
   Call \( \text{PUSH(STACK, ITEMA + ITEMB)} \).

2. Repeat while \( \text{TOP} \neq 0 \):
   Call \( \text{POP(STACK, ITEM)} \).
   Write: ITEM.
   [End of loop.]

6.4 Suppose stacks \( A[1] \) and \( A[2] \) are stored in a linear array \( \text{STACK} \) with \( N \) elements, as pictured in Fig. 6.37. Assume \( \text{TOP}[K] \) denotes the top of stack \( A[K] \).

(a) Write a procedure \( \text{PUSH(STACK, N, TOP, ITEM, K)} \) which pushes \( \text{ITEM} \) onto stack \( A[K] \).

(b) Write a procedure \( \text{POP(STACK, TOP, ITEM, K)} \) which deletes the top element from stack \( A[K] \) and assigns the element to the variable \( \text{ITEM} \).

\[
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & N-3 & N-2 & N-1 & N \\
\hline
\text{STACK} & & & & & & & & \\
\hline
\end{array}
\]

Fig. 6.37

6.5 Write a procedure to obtain the capacity of a linked stack represented by its top pointer \( \text{TOP} \). The capacity of a linked stack is the number of elements in the list forming the stack.

Arithmetic Expressions; Polish Expressions

6.6 Translate, by inspection and hand, each infix expression into its equivalent postfix expression:

(a) \((A - B)/((D + E) * F)\)

(b) \(((A + B)/D) ↑ ((E - F) * G)\)

6.7 Translate, by inspection and hand, each infix expression in Supplementary Problem 6.6 into its equivalent prefix expression.

6.8 Evaluate each of the following parenthesis-free arithmetic expressions:

(a) \(5 + 3 ↑ 2 - 8 / 4 * 3 + 6\)

(b) \(6 + 2 ↑ 3 + 9 / 3 - 4 * 5\)
6.9 Consider the following parenthesis-free arithmetic expression:

\[ E: \ 6 \ + \ 2 \ \uparrow \ 3 \ \uparrow \ 2 \ - \ 4 \ \ast \ 5 \]

Evaluate the expression \( E \), (a) assuming that exponentiation is performed from left to right, as are the other operations, and (b) assuming that exponentiation is performed from right to left.

6.10 Consider each of the following postfix expressions:

\[ P_1: \ 5, \ 3, \ +, \ 2, \ \ast, \ 6, \ 9, \ 7, \ -, \ / \]

\[ P_2: \ 3, \ 5, \ +, \ 6, \ 4, \ -, \ \ast, \ 1, \ -, \ 2, \ \uparrow, \ + \]

\[ P_3: \ 3, \ 1, \ +, \ 2, \ \uparrow, \ 7, \ 4, \ -, \ 2, \ \ast, \ +, \ 5, \ - \]

Translate, by inspection and hand, each expression into infix notation and then evaluate.

6.11 Evaluate each postfix expression in Supplementary Problem 6.10, using Algorithm 6.5.

6.12 Use Algorithm 6.6 to translate each infix expression into its equivalent postfix expression:

(a) \( (A - B)/(D + E) \ast F \)  
(b) \( ((A + B)/D) \uparrow ((E - F) \ast G) \)

(Compare with Supplementary Problem 6.6.)

Recursion

6.13 Let \( J \) and \( K \) be integers and suppose \( Q(J, K) \) is recursively defined by

\[ Q(J, K) = \begin{cases} 5 & \text{if } J < K \\ Q(J - K, K + 2) + J & \text{if } J \geq K \end{cases} \]

Find \( Q(2, 7) \), \( Q(5, 3) \) and \( Q(15, 2) \)

6.14 Let \( A \) and \( B \) be nonnegative integers. Suppose a function \( \text{GCD} \) is recursively defined as follows:

\[ \text{GCD}(A, B) = \begin{cases} \text{GCD}(B, A) & \text{if } A < B \\ A & \text{if } B = 0 \\ \text{GCD}(B, \text{MOD}(A, B)) & \text{otherwise} \end{cases} \]

(Here \( \text{MOD}(A, B) \), read "\( A \) modulo \( B \)," denotes the remainder when \( A \) is divided by \( B \)).

(a) Find \( \text{GCD}(6, 15), \text{GCD}(20, 28) \) and \( \text{GCD}(540, 168) \). (b) What does this function do?

6.15 Let \( N \) be an integer and suppose \( H(N) \) is recursively defined by

\[ H(N) = \begin{cases} 3 \ast N & \text{if } N < 5 \\ 2 \ast H(N - 5) + 7 & \text{otherwise} \end{cases} \]

(a) Find the base criteria of \( H \) and (b) find \( H(2), \ H(8) \) and \( H(24) \).
6.16 Use Definition 6.3 (of the Ackermann function) to find $A(2, 2)$.

6.17 Let $M$ and $N$ be integers and suppose $F(M, N)$ is recursively defined by

$$F(M, N) = \begin{cases} 
1 & \text{if } M = 0 \text{ or } M \geq N \geq 1 \\
F(M - 1, N) + F(M - 1, N - 1) & \text{otherwise}
\end{cases}$$

(a) Find $F(4, 2)$, $F(1, 5)$ and $F(2, 4)$. (b) When is $F(M, N)$ undefined?

6.18 Let $A$ be an integer array with $N$ elements. Suppose $X$ is an integer function defined by

$$X(K) = X(A, N, K) = \begin{cases} 
0 & \text{if } K = 0 \\
X(K - 1) + A(K) & \text{if } 0 < K \leq N \\
X(K - 1) & \text{if } K > N
\end{cases}$$

Find $X(5)$ for each of the following arrays:

(a) $N = 8, \quad A: \quad 3, 7, -2, 5, 6, -4, 2, 7$  (b) $N = 3, \quad A: \quad 2, 7, -4$

What does this function do?

6.19 Show that the recursive solution to the Towers of Hanoi problem in Sec. 6.8 requires $f(n) = 2^n - 1$ moves for $n$ disks. Show that no other solution uses fewer than $f(n)$ moves.

6.20 Suppose $S$ is a string with $N$ characters. Let $SUB(S, J, L)$ denote the substring of $S$ beginning in the position $J$ and having length $L$. Let $A/B$ denote the concatenation of strings $A$ and $B$. Suppose $REV(S, N)$ is recursively defined by

$$REV(S, N) = \begin{cases} 
S & \text{if } N = 1 \\
SUB(S, N, 1)REV(SUB(S, 1, N - 1)) & \text{otherwise}
\end{cases}$$

(a) Find $REV(S, N)$ when (i) $N = 3, S = abc$ and (ii) $N = 5, S = ababc$. (b) What does this function do?

**Queues; Deques**

6.21 Consider the following queue where QUEUE is allocated 6 memory cells:


Describe the queue, including FRONT and REAR, as the following operations take place:

(a) Athens is added, (b) two cities are deleted, (c) Madrid is added, (d) Moscow is added, (e) three cities are deleted and (f) Oslo is added.

6.22 Consider the following deque where DEQUE is allocated 6 memory cells:

**LEFT = 2, RIGHT = 5** DEQUE: __________. London, Berlin, Rome, Paris, ___________.

Describe the deque, including LEFT and RIGHT, as the following operations take place:

(a) Athens is added on the left.
(b) Two cities are deleted from the right.
(c) Madrid is added on the left.
(d) Moscow is added on the right.
(e) Two cities are deleted from the right.
(f) A city is deleted from the left.
(g) Oslo is added on the left.

6.23 Suppose a queue is maintained by a circular array QUEUE with N = 12 memory cells. Find the number of elements in QUEUE if (a) FRONT = 4, REAR = 8; (b) FRONT = 10, REAR = 3; and (c) FRONT = 5, REAR = 6 and then two elements are deleted.

6.24 Consider the priority queue in Fig. 6.35(b), which is maintained as a one-way list.

(a) Describe the structure if two elements are deleted.
(b) Describe the structure if, after the preceding deletions, the elements (RRR, 3), (SSS, 1), (TIT, 3) and (UUU, 2) are added to the queue.
(c) Describe the structure if, after the preceding insertions, three elements are deleted.

6.25 Consider the priority queue in Fig. 6.36(b), which is maintained by a two-dimensional array QUEUE.

(a) Describe the structure if two elements are deleted.
(b) Describe the structure if, after the preceding deletions, the elements (JJJ, 3), (KKK, 1), (LLL, 4) and (MMM, 5) are added to the queue.
(c) Describe the structure if, after the preceding insertions, six elements are deleted.

6.26 Let Q be a non empty linked queue. Write a procedure WIPE_Q\_n to delete n elements from the queue Q.

**PROGRAMMING PROBLEMS**

6.1 Translate Quicksort into a subprogram QUICK(A, N) which sorts the array A with N elements. Test the program using

(a) 44, 33, 11, 55, 77, 90, 40, 60, 99, 22, 88, 66

6.2 Write a program which gives the solution to the Towers of Hanoi problem for n disks. Test the program using (a) n = 3 and (b) n = 4.

6.3 Translate Algorithm 6.6 into a subprogram POLISH(Q, P) which transforms an infix expression Q into its equivalent postfix expression P. Assume each operand is a single alphabetic character, and use the usual symbols for addition (+), subtraction (−), multiplication (∗) and division (/), but use the symbol ↑ or $ for exponentiation. (Some programming languages do not accept ↑.) Test the program using
(a) \((A + B) \times D \times (E - F)\)
(b) \(A + (B \times C - (D / E \times F) \times G) \times H\)

6.4 Suppose a priority queue is maintained as a one-way list as illustrated in Fig. 6.28.

(a) Write a procedure

\[
\text{INSPIQL(INFO, PRN, LINK, START, AVAIL, ITEM, N)}
\]
which adds an ITEM with priority number N to the queue. (See Algorithm 6.18)

(b) Write a procedure

\[
\text{DELPQQL(INFO, PRN, LINK, START, AVAIL, ITEM)}
\]
which removes an element from the queue and assigns the element to the variable ITEM.
(See Algorithm 6.17.)
Test the procedures, using the data in Solved Problem 6.27.

6.5 Suppose a priority queue is maintained by a two-dimensional array as illustrated in Fig. 6.30.

(a) Write a procedure

\[
\text{INSPIQA(QUEUE, FRONT, REAR, ITEM, M)}
\]
which adds an ITEM with priority number M to the queue. (See Algorithm 6.20.)

(b) Write a procedure

\[
\text{DELPQA(QUEUE, FRONT, REAR, ITEM)}
\]
which removes an element from the queue and assigns the element to the variable ITEM.
(See Algorithm 6.19.)
Test the procedures, using the data in Solved Problem 6.28. (Assume that QUEUE has ROW number of rows and COL number of columns, where ROW and COL are global variables.)

6.6 Given a stack S and a queue Q, write procedures FILLQ_WITHS which will empty the contents of the stack S and insert them into the queue Q and FILLS_WITHQ which will fill the stack S with the elements deleted from the queue Q. Implement the procedures with S and Q having (i) an array representation and (ii) a linked representation. What are your observations?
Chapter Seven

Trees

7.1 INTRODUCTION

So far, we have been studying mainly linear types of data structures: strings, arrays, lists, stacks and queues. This chapter defines a nonlinear data structure called a tree. This structure is mainly used to represent data containing a hierarchical relationship between elements, e.g., records, family trees and tables of contents.

First we investigate a special kind of tree, called a binary tree, which can be easily maintained in the computer. Although such a tree may seem to be very restrictive, we will see later in the chapter that more general trees may be viewed as binary trees.

7.2 BINARY TREES

A binary tree $T$ is defined as a finite set of elements, called nodes, such that:

(a) $T$ is empty (called the null tree or empty tree), or
(b) $T$ contains a distinguished node $R$, called the root of $T$, and the remaining nodes of $T$ form an ordered pair of disjoint binary trees $T_1$ and $T_2$.

If $T$ does contain a root $R$, then the two trees $T_1$ and $T_2$ are called, respectively, the left and right subtrees of $R$. If $T_1$ is nonempty, then its root is called the left successor of $R$; similarly, if $T_2$ is nonempty, then its root is called the right successor of $R$.

A binary tree $T$ is frequently presented by means of a diagram. Specifically, the diagram in Fig. 7.1 represents a binary tree $T$ as follows. (i) $T$ consists of 11 nodes, represented by the letters $A$ through $L$, excluding $I$. (ii) The root of $T$ is the node $A$ at the top of the diagram. (iii) A left-
downward slanted line from a node $N$ indicates a left successor of $N$, and a right-downward slanted line from $N$ indicates a right successor of $N$. Observe that:

(a) $B$ is a left successor and $C$ is a right successor of the node $A$.

(b) The left subtree of the root $A$ consists of the nodes $B$, $D$, $E$ and $F$, and the right subtree of $A$ consists of the nodes $C$, $G$, $H$, $J$, $K$ and $L$.

Any node $N$ in a binary tree $T$ has either 0, 1 or 2 successors. The nodes $A$, $B$, $C$ and $H$ have two successors, the nodes $E$ and $J$ have only one successor, and the nodes $D$, $F$, $G$, $L$ and $K$ have no successors. The nodes with no successors are called terminal nodes.

The above definition of the binary tree $T$ is recursive since $T$ is defined in terms of the binary subtrees $T_1$ and $T_2$. This means, in particular, that every node $N$ of $T$ contains a left and a right subtree. Moreover, if $N$ is a terminal node, then both its left and right subtrees are empty.

Binary trees $T$ and $T'$ are said to be similar if they have the same structure or, in other words, if they have the same shape. The trees are said to be copies if they are similar and if they have the same contents at corresponding nodes.

**Example 7.1**

Consider the four binary trees in Fig. 7.2. The three trees (a), (c) and (d) are similar. In particular, the trees (a) and (c) are copies since they also have the same data at corresponding nodes. The tree (b) is neither similar nor a copy of the tree (d) because, in a binary tree, we distinguish between a left successor and a right successor even when there is only one successor.
Example 7.2 Algebraic Expressions

Consider any algebraic expression \( E \) involving only binary operations, such as

\[
E = (a - b) / ((c \cdot d) + e)
\]

\( E \) can be represented by means of the binary tree \( T \) pictured in Fig. 7.3. That is, each variable, or constant in \( E \) appears as an “internal” node in \( T \) whose left and right subtrees correspond to the operands of the operation. For example:

(a) In the expression \( E \), the operands of + are \( c \cdot d \) and \( e \).
(b) In the tree \( T \), the subtrees of the node + correspond to the subexpressions \( c \cdot d \) and \( e \).

![Figure 7.3](image)

Fig. 7.3 \( E = (a - b) / ((c \cdot d) + e) \)

Clearly every algebraic expression will correspond to a unique tree, and vice versa.

Terminology

Terminology describing family relationships is frequently used to describe relationships between the nodes of a tree \( T \). Specifically, suppose \( N \) is a node in \( T \) with left successor \( S_1 \) and right successor \( S_2 \). Then \( N \) is called the parent (or father) of \( S_1 \) and \( S_2 \). Analogously, \( S_1 \) is called the left child (or son) of \( N \), and \( S_2 \) is called the right child (or son) of \( N \). Furthermore, \( S_1 \) and \( S_2 \) are said to be siblings (or brothers). Every node \( N \) in a binary tree \( T \), except the root, has a unique parent, called the predecessor of \( N \).

The terms descendant and ancestor have their usual meaning. That is, a node \( L \) is called a descendant of a node \( N \) (and \( N \) is called an ancestor of \( L \)) if there is a succession of children from \( N \) to \( L \). In particular, \( L \) is called a left or right descendant of \( N \) according to whether \( L \) belongs to the left or right subtree of \( N \).

Terminology from graph theory and horticulture is also used with a binary tree \( T \). Specifically, the line drawn from a node \( N \) of \( T \) to a successor is called an edge, and a sequence of consecutive edges is called a path. A terminal node is called a leaf, and a path ending in a leaf is called a branch.

Each node in a binary tree \( T \) is assigned a level number, as follows. The root \( R \) of the tree \( T \) is assigned the level number 0, and every other node is assigned a level number which is 1 more than
the level number of its parent. Furthermore, those nodes with the same level number are said to belong to the same generation.

The depth (or height) of a tree $T$ is the maximum number of nodes in a branch of $T$. This turns out to be 1 more than the largest level number of $T$. The tree $T$ in Fig. 7.1 has depth 5.

Binary trees $T$ and $T'$ are said to be similar if they have the same structure or, in other words, if they have the same shape. The trees are said to be copies if they are similar and if they have the same contents at corresponding nodes.

**Complete Binary Trees**

Consider any binary tree $T$. Each node of $T$ can have at most two children. Accordingly, one can show that level $r$ of $T$ can have at most $2^r$ nodes. The tree $T$ is said to be complete if all its levels, except possibly the last, have the maximum number of possible nodes, and if all the nodes at the last level appear as far left as possible. Thus there is a unique complete tree $T_n$ with exactly $n$ nodes (we are, of course, ignoring the contents of the nodes). The complete tree $T_{26}$ with 26 nodes appears in Fig. 7.4.

![Complete Tree $T_{26}$](image)

The nodes of the complete binary tree $T_{26}$ in Fig. 7.4 have been purposely labeled by the integers 1, 2, ..., 26, from left to right, generation by generation. With this labeling, one can easily determine the children and parent of any node $K$ in any complete tree $T_n$. Specifically, the left and right children of the node $K$ are, respectively, $2 \times K$ and $2 \times K + 1$, and the parent of $K$ is the node $\lceil K/2 \rceil$. For example, the children of node 9 are the nodes 18 and 19, and its parent is the node $\lceil 9/2 \rceil = 4$. The depth $D_n$ of the complete tree $T_n$ with $n$ nodes is given by

$$D_n = \lfloor \log_2 n + 1 \rfloor$$

This is a relatively small number. For example, if the complete tree $T_n$ has $n = 1\,000\,000$ nodes, then its depth $D_n = 21$.

**Extended Binary Trees: 2-Trees**

A binary tree tree $T$ is said to be a 2-tree or an extended binary tree if each node $N$ has either 0 or 2 children. In such a case, the nodes with 2 children are called internal nodes, and the nodes with 0 children are called external nodes. Sometimes the nodes are distinguished in diagrams by using circles for internal nodes and squares for external nodes.
The term "extended binary tree" comes from the following operation. Consider any binary tree $T$, such as the tree in Fig. 7.5(a). Then $T$ may be "converted" into a 2-tree by replacing each empty subtree by a new node, as pictured in Fig. 7.5(b). Observe that the new tree is, indeed, a 2-tree. Furthermore, the nodes in the original tree $T$ are now the internal nodes in the extended tree, and the new nodes are the external nodes in the extended tree.

![Fig. 7.5 Converting a Binary Tree $T$ into a 2-tree](image)

An important example of a 2-tree is the tree $T$ corresponding to any algebraic expression $E$ which uses only binary operations. As illustrated in Fig. 7.3, the variables in $E$ will appear as the external nodes, and the operations in $E$ will appear as internal nodes.

### 7.3 REPRESENTING BINARY TREES IN MEMORY

Let $T$ be a binary tree. This section discusses two ways of representing $T$ in memory. The first and usual way is called the link representation of $T$ and is analogous to the way linked lists are represented in memory. The second way, which uses a single array, called the sequential representation of $T$. The main requirement of any representation of $T$ is that one should have direct access to the root $R$ of $T$ and, given any node $N$ of $T$, one should have direct access to the children of $N$.

### Linked Representation of Binary Trees

Consider a binary tree $T$. Unless otherwise stated or implied, $T$ will be maintained in memory by means of a linked representation which uses three parallel arrays, INFO, LEFT and RIGHT, and a pointer variable ROOT as follows. First of all, each node $N$ of $T$ will correspond to a location $K$ such that:

1. $\text{INFO}[K]$ contains the data at the node $N$.
2. $\text{LEFT}[K]$ contains the location of the left child of node $N$.
3. $\text{RIGHT}[K]$ contains the location of the right child of node $N$.

Furthermore, $\text{ROOT}$ will contain the location of the root $R$ of $T$. If any subtree is empty, then the corresponding pointer will contain the null value; if the tree $T$ itself is empty, then $\text{ROOT}$ will contain the null value.
Remark 1: Most of our examples will show a single item of information at each node of a binary tree $T$. In actual practice, an entire record may be stored at the node $N$. In other words, INFO may actually be a linear array of records or a collection of parallel arrays.

Remark 2: Since nodes may be inserted into and deleted from our binary trees, we also implicitly assume that the empty locations in the arrays INFO, LEFT and RIGHT form a linked list with pointer AVAIL, as discussed in relation to linked lists in Chap. 5. We will usually let the LEFT array contain the pointers for the AVAIL list.

Remark 3: Any invalid address may be chosen for the null pointer denoted by NULL. In actual practice, 0 or a negative number is used for NULL. (See Sec. 5.2.)

Example 7.3

Consider the binary tree $T$ in Fig. 7.1. A schematic diagram of the linked representation of $T$ appears in Fig. 7.6. Observe that each node is pictured with its three fields, and that the empty subtrees are pictured by using $\times$ for the null entries. Figure 7.7 shows how this linked representation may appear in memory. The choice of 20 elements for the arrays is arbitrary. Observe that the AVAIL list is maintained as a one-way list using the array LEFT.

![Binary Tree Diagram]

Fig. 7.6

Example 7.4

Suppose the personnel file of a small company contains the following data on its nine employees:

Name, Social Security Number, Sex, Monthly Salary

Figure 7.8 shows how the file may be maintained in memory as a binary tree. Compare this data structure with Fig. 5.12, where the exact same data are organized as a one-way list.
Suppose we want to draw the tree diagram which corresponds to the binary tree in Fig. 7.8. For notational convenience, we label the nodes in the tree diagram only by the key values NAME. We construct the tree as follows:

(a) The value $\text{ROOT} = 14$ indicates that Harris is the root of the tree.

(b) $\text{LEFT}[14] = 9$ indicates that Cohen is the left child of Harris, and $\text{RIGHT}[14] = 7$ indicates that Lewis is the right child of Harris.

Repeating Step (b) for each new node in the diagram, we obtain Fig. 7.9.

**Sequential Representation of Binary Trees**

Suppose $T$ is a binary tree that is complete or nearly complete. Then there is an efficient way of maintaining $T$ in memory called the *sequential representation* of $T$. This representation uses only a single linear array $\text{TREE}$ as follows:
(a) The root $R$ of $T$ is stored in $\text{TREE}[1]$.

(b) If a node $N$ occupies $\text{TREE}[K]$, then its left child is stored in $\text{TREE}[2 \times K]$ and its right child is stored in $\text{TREE}[2 \times K + 1]$.

Again, NULL is used to indicate an empty subtree. In particular, $\text{TREE}[1] = \text{NULL}$ indicates that the tree is empty.

The sequential representation of the binary tree $T$ in Fig. 7.10(a) appears in Fig. 7.10(b). Observe that we require 14 locations in the array $\text{TREE}$ even though $T$ has only 9 nodes. In fact, if we included null entries for the successors of the terminal nodes, then we would actually require $\text{TREE}[29]$ for the right successor of $\text{TREE}[14]$. Generally speaking, the sequential representation
of a tree with depth $d$ will require an array with approximately $2^{d+1}$ elements. Accordingly, this sequential representation is usually inefficient unless, as stated above, the binary tree $T$ is complete or nearly complete. For example, the tree $T$ in Fig. 7.1 has 11 nodes and depth 5, which means it would require an array with approximately $2^6 = 64$ elements.

7.4 TRAVERSING BINARY TREES

There are three standard ways of traversing a binary tree $T$ with root $R$. These three algorithms, called preorder, inorder and postorder, are as follows:

**Preorder**

1. Process the root $R$.
2. Traverse the left subtree of $R$ in preorder.
3. Traverse the right subtree of $R$ in preorder.
Inorder

(1) Traverse the left subtree of R in inorder.
(2) Process the root R.
(3) Traverse the right subtree of R in inorder.

Postorder

(1) Traverse the left subtree of R in postorder.
(2) Traverse the right subtree of R in postorder.
(3) Process the root R.

Observe that each algorithm contains the same three steps, and that the left subtree of R is always traversed before the right subtree. The difference between the algorithms is the time at which the root R is processed. Specifically, in the “pre” algorithm, the root R is processed before the subtrees are traversed; in the “in” algorithm, the root R is processed between the traversals of the subtrees; and in the “post” algorithm, the root R is processed after the subtrees are traversed.

The three algorithms are sometimes called, respectively, the node-left-right (NLR) traversal, the left-node-right (LNR) traversal and the left-right-node (LRN) traversal.

Observe that each of the above traversal algorithms is recursively defined, since the algorithm involves traversing subtrees in the given order. Accordingly, we will expect that a stack will be used when the algorithms are implemented on the computer.

Example 7.5

Consider the binary tree T in Fig. 7.11. Observe that A is the root, that its left subtree $L_T$ consists of nodes B, D and E and that its right subtree $R_T$ consists of nodes C and F.

![Fig. 7.11](image)

(a) The preorder traversal of T processes A, traverses $L_T$ and traverses $R_T$. However, the preorder traversal of $L_T$ processes the root B and then D and E, and the preorder traversal of $R_T$ processes the root C and then F. Hence ABDECF is the preorder traversal of T.

(b) The inorder traversal of T traverses $L_T$, processes A and traverses $R_T$. However, the inorder traversal of $L_T$ processes D, B and then E, and the inorder traversal of $R_T$ processes C and then F. Hence DBEACF is the inorder traversal of T.
Example 7.6

Consider the tree T in Fig. 7.12. The preorder traversal of T is ABDEFCGHJKL. This order is the same as the one obtained by scanning the tree from the left as indicated by the path in Fig. 7.12. That is, one "travels" down the left-most branch until meeting a terminal node, then one backtracks to the next branch, and so on. In the preorder traversal, the right-most terminal node, node K, is the last node scanned. Observe that the left subtree of the root A is traversed before the right subtree, and both are traversed after A. The same is true for any other node having subtrees, which is the underlying property of a preorder traversal.

The reader can verify by inspection that the other two ways of traversing the binary tree in Fig. 7.12 are as follows:

(Inorder) \[DBFEAGCLJK\]
(Postorder) \[DFEGBLJKHCA\]

Observe that the terminal nodes, D, F, G, L, and K, are traversed in the same order, from left to right, in all three traversals. We emphasize that this is true for any binary tree T.
Example 7.7

Let $E$ denote the following algebraic expression:

$$[a + (b - c)] \ast [(d - e)/(f + g - h)]$$

The corresponding binary tree $T$ appears in Fig. 7.13. The reader can verify by inspection that the preorder and postorder traversals of $T$ are as follows:

(Preorder) $\ast + a - b c / - d e + f g h$

(Postorder) $a b c + d e f g + h - / \ast$

The reader can also verify that these orders correspond precisely to the prefix and postfix Polish notation of $E$ as discussed in Sec. 6.4. We emphasize that this is true for any algebraic expression $E$.

![Fig. 7.13](image)

Example 7.8

Consider the binary tree $T$ in Fig. 7.14. The reader can verify that the postorder traversal of $T$ is as follows:

$S_3, S_6, S_4, S_1, S_7, S_8, S_5, S_2, M$

One main property of this traversal algorithm is that every descendant of any node $N$ is processed before the node $N$. For example, $S_6$ comes before $S_4$, $S_6$ and $S_4$ come before $S_1$. Similarly, $S_7$ and $S_8$ come before $S_5$, and $S_7$, $S_8$ and $S_5$ come before $S_2$. Moreover, all the nodes $S_1, S_2, ..., S_8$ come before the root $M$.

![Fig. 7.14](image)
Remark: The reader may be able to implement by inspection the three different traversals of a binary tree T if the tree has a relatively small number of nodes, as in the above two examples. Implementation by inspection may not be possible when T contains hundreds or thousands of nodes. That is, we need some systematic way of implementing the recursively defined traversals. The stack is the natural structure for such an implementation. The discussion of stack-oriented algorithms for this purpose is covered in the next section.

7.5 TRAVERSAL ALGORITHMS USING STACKS

Suppose a binary tree T is maintained in memory by some linked representation

\[
\text{TREE(INFO, LEFT, RIGHT, ROOT)}
\]

This section discusses the implementation of the three standard traversals of T, which were defined recursively in the last section, by means of nonrecursive procedures using stacks. We discuss the three traversals separately.

Preorder Traversal

The preorder traversal algorithm uses a variable PTR (pointer) which will contain the location of the node N currently being scanned. This is pictured in Fig. 7.15, where L(N) denotes the left child of node N and R(N) denotes the right child. The algorithm also uses an array STACK, which will hold the addresses of nodes for future processing.

![Fig. 7.15](image)

Algorithm: Initially push NULL onto STACK and then set PTR := ROOT. Then repeat the following steps until PTR = NULL or, equivalently, while PTR \neq NULL.

(a) Proceed down the left-most path rooted at PTR, processing each node N on the path and pushing each right child R(N), if any, onto STACK. The traversing ends after a node N with no left child L(N) is processed. (Thus PTR is updated using the assignment PTR := LEFT[PTR], and the traversing stops when LEFT[PTR] = NULL.)

(b) [Backtracking.] Pop and assign to PTR the top element on STACK. If PTR \neq NULL, then return to Step (a); otherwise Exit.

(We note that the initial element NULL on STACK is used as a sentinel.)
We simulate the algorithm in the next example. Although the example works with the nodes themselves, in actual practice the locations of the nodes are assigned to PTR and are pushed onto the STACK.

**Example 7.9**

Consider the binary tree T in Fig. 7.16. We simulate the above algorithm with T, showing the contents of STACK at each step.

![Binary Tree](image)

**Fig. 7.16**

1. Initially push NULL onto STACK:
   STACK: \( \emptyset \).
   Then set PTR := A, the root of T.
2. Proceed down the left-most path rooted at PTR = A as follows:
   (i) Process A and push its right child C onto STACK:
       STACK: \( \emptyset, C \).
   (ii) Process B. (There is no right child.)
   (iii) Process D and push its right child H onto STACK:
       STACK: \( \emptyset, C, H \).
   (iv) Process G. (There is no right child.)
       No other node is processed, since G has no left child.
3. [Backtracking.] Pop the top element H from STACK, and set PTR := H. This leaves:
   STACK: \( \emptyset, C \).
   Since PTR \( \neq \) NULL, return to Step (a) of the algorithm.
4. Proceed down the left-most path rooted at PTR = H as follows:
   (v) Process H and push its right child K onto STACK:
       STACK: \( \emptyset, C, K \).
   No other node is processed, since H has no left child.
5. [Backtracking.] Pop K from STACK, and set PTR := K. This leaves:
   STACK: \( \emptyset, C \).
   Since PTR \( \neq \) NULL, return to Step (a) of the algorithm.
6. Proceed down the left-most path rooted at PTR = K as follows:
   (vi) Process K. (There is no right child.)
   No other node is processed, since K has no left child.
7. [Backtracking.] Pop C from STACK, and set PTR := C. This leaves:
   STACK: 0.
   Since PTR ≠ NULL, return to Step (a) of the algorithm.
8. Proceed down the left most path rooted at PTR = C as follows:
   (vii) Process C and push its right child F onto STACK:
         STACK: 0, F.
   (viii) Process E. (There is no right child.)
9. [Backtracking.] Pop F from STACK, and set PTR := F. This leaves:
    STACK: 0.
    Since PTR ≠ NULL, return to Step (a) of the algorithm.
10. Proceed down the left-most path rooted at PTR = F as follows:
    (ix) Process F. (There is no right child.)
    No other node is processed, since F has no left child.
11. [Backtracking.] Pop the top element NULL from STACK, and set PTR := NULL.
    Since PTR = NULL, the algorithm is completed.

As seen from Steps 2, 4, 6, 8 and 10, the nodes are processed in the order A, B, D, G, H, K, C, E, F. This is the required preorder traversal of T.

A formal presentation of our preorder traversal algorithm follows:

**Algorithm 7.1:**  
PREORD(INFO, LEFT, RIGHT, ROOT)

A binary tree T is in memory. The algorithm does a preorder traversal of T, applying an operation PROCESS to each of its nodes. An array STACK is used to temporarily hold the addresses of nodes.

1. [Initially push NULL onto STACK, and initialize PTR.]
   Set TOP := 1, STACK[1] := NULL and PTR := ROOT.
2. Repeat Steps 3 to 5 while PTR ≠ NULL:
3.   Apply PROCESS to INFO[PTR].
4.   [Right child?]
   If RIGHT[PTR] ≠ NULL, then: [Push on STACK.]
   Set TOP := TOP + 1, and STACK[TOP] := RIGHT[PTR].
   [End of If structure.]
5.   [Left child?]
   If LEFT[PTR] ≠ NULL, then:
   Set PTR := LEFT[PTR].
   Else: [Pop from STACK.]
   Set PTR := STACK[TOP] and TOP := TOP - 1.
   [End of If structure.]
   [End of Step 2 loop.]
Inorder Traversal

The inorder traversal algorithm also uses a variable pointer $\text{PTR}$, which will contain the location of the node $N$ currently being scanned, and an array $\text{STACK}$, which will hold the addresses of nodes for future processing. In fact, with this algorithm, a node is processed only when it is popped from $\text{STACK}$.

**Algorithm:** Initially push NULL onto $\text{STACK}$ (for a sentinel) and then set $\text{PTR} := \text{ROOT}$. Then repeat the following steps until NULL is popped from $\text{STACK}$.

(a) Proceed down the left-most path rooted at $\text{PTR}$, pushing each node $N$ onto $\text{STACK}$ and stopping when a node $N$ with no left child is pushed onto $\text{STACK}$.

(b) [Backtracking.] Pop and process the nodes on $\text{STACK}$. If NULL is popped, then Exit. If a node $N$ with a right child $R(N)$ is processed, set $\text{PTR} = R(N)$ (by assigning $\text{PTR} := \text{RIGHT[PTR]}$) and return to Step (a).

We emphasize that a node $N$ is processed only when it is popped from $\text{STACK}$.

**Example 7.10**

Consider the binary tree $T$ in Fig. 7.17. We simulate the above algorithm with $T$, showing the contents of $\text{STACK}$.

![Fig. 7.17](image)

1. Initially push NULL onto $\text{STACK}$:
   
   $\text{STACK}: 0$.
   
   Then set $\text{PTR} := A$, the root of $T$.

2. Proceed down the left-most path rooted at $\text{PTR} = A$, pushing the nodes $A, B, D, G$ and $K$ onto $\text{STACK}$:
   
   $\text{STACK}: 0, A, B, D, G, K$.
   
   (No other node is pushed onto $\text{STACK}$, since $K$ has no left child.)

3. [Backtracking.] The nodes $K, G$ and $D$ are popped and processed, leaving:
   
   $\text{STACK}: 0, A, B$.
   
   (We stop the processing at $D$, since $D$ has a right child.) Then set $\text{PTR} := H$, the right child of $D$. 


4. Proceed down the left-most path rooted at \( \text{PTR} = \text{H} \), pushing the nodes \( \text{H} \) and \( \text{L} \) onto \( \text{STACK} \):
   \[
   \text{STACK:} \quad \emptyset, \, \text{A}, \, \text{B}, \, \text{H}, \, \text{L}.
   \]
   (No other node is pushed onto \( \text{STACK} \), since \( \text{L} \) has no left child.)

5. [Backtracking.] The nodes \( \text{L} \) and \( \text{H} \) are popped and processed, leaving:
   \[
   \text{STACK:} \quad \emptyset, \, \text{A}, \, \text{B}.
   \]
   (We stop the processing at \( \text{H} \), since \( \text{H} \) has a right child.) Then set \( \text{PTR} := \text{M} \), the right child of \( \text{H} \).

6. Proceed down the left-most path rooted at \( \text{PTR} = \text{M} \), pushing node \( \text{M} \) onto \( \text{STACK} \):
   \[
   \text{STACK:} \quad \emptyset, \, \text{A}, \, \text{B}, \, \text{M}.
   \]
   (No other node is pushed onto \( \text{STACK} \), since \( \text{M} \) has no left child.)

7. [Backtracking.] The nodes \( \text{M}, \, \text{B} \) and \( \text{A} \) are popped and processed, leaving:
   \[
   \text{STACK:} \quad \emptyset.
   \]
   (No other element of \( \text{STACK} \) is popped, since \( \text{A} \) does have a right child.) Set \( \text{PTR} := \text{C} \), the right child of \( \text{A} \).

8. Proceed down the left-most path rooted at \( \text{PTR} = \text{C} \), pushing the nodes \( \text{C} \) and \( \text{E} \) onto \( \text{STACK} \):
   \[
   \text{STACK:} \quad \emptyset, \, \text{C}, \, \text{E}.
   \]

9. [Backtracking.] Node \( \text{E} \) is popped and processed. Since \( \text{E} \) has no right child,
    node \( \text{C} \) is popped and processed. Since \( \text{C} \) has no right child, the next element,
    \( \text{NULL} \), is popped from \( \text{STACK} \).

The algorithm is now finished, since \( \text{NULL} \) is popped from \( \text{STACK} \). As seen from Steps 3, 5, 7 and 9, the nodes are processed in the order \( \text{K}, \, \text{G}, \, \text{D}, \, \text{L}, \, \text{H}, \, \text{M}, \, \text{B}, \, \text{A}, \, \text{E}, \, \text{C} \). This is the required inorder traversal of the binary tree \( T \).

A formal presentation of our inorder traversal algorithm follows:

**Algorithm 7.2:** \( \text{INORD}(\text{INFO}, \, \text{LEFT}, \, \text{RIGHT}, \, \text{ROOT}) \)

A binary tree is in memory. This algorithm does an inorder traversal of \( T \),
applying an operation \( \text{PROCESS} \) to each of its nodes. An array \( \text{STACK} \) is
used to temporarily hold the addresses of nodes.

1. [Push \( \text{NULL} \) onto \( \text{STACK} \) and initialize \( \text{PTR} \).]
   
   Set \( \text{TOP} := 1 \), \( \text{STACK}[1] := \text{NULL} \) and \( \text{PTR} := \text{ROOT} \).

2. Repeat while \( \text{PTR} \neq \text{NULL} \): [Pushes left-most path onto \( \text{STACK} \).]
   
   (a) Set \( \text{TOP} := \text{TOP} + 1 \) and \( \text{STACK}[\text{TOP}] := \text{PTR} \). [Saves node.]

   (b) Set \( \text{PTR} := \text{LEFT}[\text{PTR}] \). [Updates \( \text{PTR} \).]

   [End of loop.]

3. Set \( \text{PTR} := \text{STACK}[\text{TOP}] \) and \( \text{TOP} := \text{TOP} - 1 \). [Pops node from \( \text{STACK} \).]

4. Repeat Steps 5 to 7 while \( \text{PTR} \neq \text{NULL} \): [Backtracking.]

5. Apply \( \text{PROCESS} \) to \( \text{INFO}[\text{PTR}] \).
6. [Right child?] If RIGHT[PTR] ≠ NULL, then:
   (a) Set PTR := RIGHT[PTR].
   (b) Go to Step 3.
   [End of If structure.]
7. Set PTR := STACK[TOP] and TOP := TOP − 1. [Pops node.]
   [End of Step 4 loop.]
8. Exit.

Postorder Traversal

The postorder traversal algorithm is more complicated than the preceding two algorithms, because here we may have to save a node N in two different situations. We distinguish between the two cases by pushing either N or its negative, −N, onto STACK. (In actual practice, the location of N is pushed onto STACK, so −N has the obvious meaning.) Again, a variable PTR (pointer) is used which contains the location of the node N that is currently being scanned, as in Fig. 7.15.

Algorithm: Initially push NULL onto STACK (as a sentinel) and then set PTR := ROOT. Then repeat the following steps until NULL is popped from STACK.

(a) Proceed down the left-most path rooted at PTR. At each node N of the path, push N onto STACK and, if N has a right child R(N), push −R(N) onto STACK.

(b) [Backtracking.] Pop and process positive nodes on STACK. If NULL is popped, then Exit. If a negative node is popped, that is, if PTR = −N for some node N, set PTR = N (by assigning PTR := −PTR) and return to Step (a).

We emphasize that a node N is processed only when it is popped from STACK and it is positive.

Consider again the binary tree T in Fig. 7.17. We simulate the above algorithm with T, showing the contents of STACK.

1. Initially, push NULL onto STACK and set PTR := A, the root of T:
   STACK: 0.
2. Proceed down the left-most path rooted at PTR = A, pushing the nodes A, B, D, G and K onto STACK. Furthermore, since A has a right child C, push −C onto STACK after A but before B, and since D has a right child H, push −H onto STACK after D but before G. This yields:
   STACK: 0, A, −C, B, D, −H, G, K.
3. [Backtracking.] Pop and process K, and pop and process G. Since −H is negative, only pop −H. This leaves:
   STACK: 0, A, −C, B, D.
   Now PTR = −H. Reset PTR = H and return to Step (a).
4. Proceed down the left-most path rooted at $\text{PTR} = H$. First push $H$ onto $\text{STACK}$. Since $H$ has a right child $M$, push $-M$ onto $\text{STACK}$ after $H$. Last, push $L$ onto $\text{STACK}$. This gives:

$$\text{STACK}: \emptyset, A, -C, B, D, H, -M, L.$$ 

5. [Backtracking.] Pop and process $L$, but only pop $-M$. This leaves:

$$\text{STACK}: \emptyset, A, -C, B, D, H.$$ 

Now $\text{PTR} = -M$. Reset $\text{PTR} = M$ and return to Step (a).

6. Proceed down the left-most path rooted at $\text{PTR} = M$. Now, only $M$ is pushed onto $\text{STACK}$. This yields:

$$\text{STACK}: \emptyset, A, -C, B, D, H, M.$$ 

7. [Backtracking.] Pop and process $M$, $H$, $D$ and $B$, but only pop $-C$. This leaves:

$$\text{STACK}: \emptyset, A.$$ 

Now $\text{PTR} = -C$. Reset $\text{PTR} = C$, and return to Step (a).

8. Proceed down the left-most path rooted at $\text{PTR} = C$. First $C$ is pushed onto $\text{STACK}$ and then $E$, yielding:

$$\text{STACK}: \emptyset, A, C, E.$$ 

9. [Backtracking.] Pop and process $E$, $C$ and $A$. When NULL is popped, $\text{STACK}$ is empty and the algorithm is completed.

As seen from Steps 3, 5, 7 and 9, the nodes are processed in the order $K, G, L, M, H, D, B, E, C, A$. This is the required postorder traversal of the binary tree $T$.

A formal presentation of our postorder traversal algorithm follows:

**Algorithm 7.3:** POSTORD(INFO, LEFT, RIGHT, ROOT)

A binary tree $T$ is in memory. This algorithm does a postorder traversal of $T$, applying an operation PROCESS to each of its nodes. An array $\text{STACK}$ is used to temporarily hold the addresses of nodes.

1. [Push NULL onto $\text{STACK}$ and initialize $\text{PTR}$.] 
   Set $\text{TOP} := 1$, $\text{STACK}[1] := \text{NULL}$ and $\text{PTR} := \text{ROOT}$.

2. [Push left-most path onto $\text{STACK}$.]
   Repeat Steps 3 to 5 while $\text{PTR} \neq \text{NULL}$:

3. Set $\text{TOP} := \text{TOP} + 1$ and $\text{STACK}[\text{TOP}] := \text{PTR}$. 
   [Pushes $\text{PTR}$ on $\text{STACK}$.]

4. If $\text{RIGHT}[\text{PTR}] \neq \text{NULL}$, then: [Push on $\text{STACK}$.] 
   Set $\text{TOP} := \text{TOP} + 1$ and $\text{STACK}[\text{TOP}] := -\text{RIGHT}[\text{PTR}]$. 
   [End of If structure.]

5. Set $\text{PTR} := \text{LEFT}[\text{PTR}]$. [Updates pointer $\text{PTR}$.] 
   [End of Step 2 loop.]

6. Set $\text{PTR} := \text{STACK}[\text{TOP}]$ and $\text{TOP} := \text{TOP} - 1$. 
   [Pops node from $\text{STACK}$.]
7. Repeat while PTR > 0:
   (a) Apply PROCESS to INFO[PTR].
   (b) Set PTR := STACK[TOP] and TOP := TOP – 1.
       [Pops node from STACK.]
[End of loop.]
8. If PTR < 0, then:
   (a) Set PTR := –PTR.
   (b) Go to Step 2.
[End of If structure.]

7.6 HEADER NODES; THREADS

Consider a binary tree T. Variations of the linked representation of T are frequently used because certain operations on T are easier to implement by using the modifications. Some of these variations, which are analogous to header and circular linked lists, are discussed in this section.

Header Nodes

Suppose a binary tree T is maintained in memory by means of a linked representation. Sometimes an extra, special node, called a header node, is added to the beginning of T. When this extra node is used, the tree pointer variable, which we will call HEAD (instead of ROOT), will point to the header node, and the left pointer of the header node will point to the root of T. Figure 7.18 shows a schematic picture of the binary tree in Fig. 7.1 that uses a linked representation with a header node. (Compare with Fig. 7.6.)

![Diagram of binary tree with header node]
Suppose a binary tree T is empty. Then T will still contain a header node, but the left pointer of the header node will contain the null value. Thus the condition

\[ \text{LEFT[HEAD]} = \text{NULL} \]

will indicate an empty tree.

Another variation of the above representation of a binary tree T is to use the header node as a sentinel. That is, if a node has an empty subtree, then the pointer field for the subtree will contain the address of the header node instead of the null value. Accordingly, no pointer will ever contain an invalid address, and the condition

\[ \text{LEFT[HEAD]} = \text{HEAD} \]

will indicate an empty subtree.

**Threads; Inorder Threading**

Consider again the linked representation of a binary tree T. Approximately half of the entries in the pointer fields LEFT and RIGHT will contain null elements. This space may be more efficiently used by replacing the null entries by some other type of information. Specifically, we will replace certain null entries by special pointers which point to nodes higher in the tree. These special pointers are called *threads*, and binary trees with such pointers are called *threaded trees*.

The threads in a threaded tree must be distinguished in some way from ordinary pointers. The threads in a diagram of a threaded tree are usually indicated by dotted lines. In computer memory, an extra 1-bit TAG field may be used to distinguish threads from ordinary pointers, or, alternatively, threads may be denoted by negative integers when ordinary pointers are denoted by positive integers.

There are many ways to thread a binary tree T, but each threading will correspond to a particular traversal of T. Also, one may choose a one-way threading or a two-way threading. Unless otherwise stated, our threading will correspond to the inorder traversal of T. Accordingly, in the one-way threading of T, a thread will appear in the right field of a node and will point to the next node in the inorder traversal of T; and in the two-way threading of T, a thread will also appear in the LEFT field of a node and will point to the preceding node in the inorder traversal of T. Furthermore, the left pointer of the first node and the right pointer of the last node (in the inorder traversal of T) will contain the null value when T does not have a header node, but will point to the header node when T does have a header node.

There is an analogous one-way threading of a binary tree T which corresponds to the preorder traversal of T. (See Solved Problem 7.13.) On the other hand, there is no threading of T which corresponds to the postorder traversal of T.

**Example 7.12**

Consider the binary tree T in Fig. 7.1.

(a) The one-way inorder threading of T appears in Fig. 7.19(a). There is a thread from node E to node A, since A is accessed after E in the inorder traversal of T.
Observe that every null right pointer has been replaced by a thread except for the node $K$, which is the last node in the inorder traversal of $T$.

(b) The two-way inorder threading of $T$ appears in Fig. 7.19(b). There is a left thread from node $L$ to node $C$, since $L$ is accessed after $C$ in the inorder traversal.
of T. Observe that every null left pointer has been replaced by a thread except for node D, which is the first node in the inorder traversal of T. All the right threads are the same as in Fig. 7.19(a).

(c) The two-way inorder threading of T when T has a header node appears in Fig. 7.19(c). Here the left thread of D and the right thread of K point to the header node. Otherwise the picture is the same as that in Fig. 7.19(b).

(d) Figure 7.7 shows how T may be maintained in memory by using a linked representation. Figure 7.20 shows how the representation should be modified so that T is a two-way inorder threaded tree using INFO[20] as a header node. Observe that LEFT[12] = −10, which means there is a left thread from node F to node B. Analogously, RIGHT[17] = −6 means there is a right thread from node J to node H. Last, observe that RIGHT[20] = 20, which means there is an ordinary right pointer from the header node to itself. If T were empty, then we would set LEFT[20] = −20, which would mean there is a left thread from the header node to itself.

![Fig. 7.20](image)
7.7 BINARY SEARCH TREES

This section discusses one of the most important data structures in computer science: a binary search tree. This structure enables one to search for and find an element with an average running time \( f(n) = O(\log_2 n) \). It also enables one to easily insert and delete elements. This structure contrasts with the following structures:

(a) **Sorted linear array.** Here one can search for and find an element with a running time \( f(n) = O(\log_2 n) \), but it is expensive to insert and delete elements.

(b) **Linked list.** Here one can easily insert and delete elements, but it is expensive to search for and find an element, since one must use a linear search with running time \( f(n) = O(n) \).

Although each node in a binary search tree may contain an entire record of data, the definition of the binary tree depends on a given field whose values are distinct and may be ordered.

Suppose \( T \) is a binary tree. Then \( T \) is called a **binary search tree** (or **binary sorted tree**) if each node \( N \) of \( T \) has the following property: **The value at \( N \) is greater than every value in the left subtree of \( N \) and is less than every value in the right subtree of \( N \).** (It is not difficult to see that this property guarantees that the inorder traversal of \( T \) will yield a sorted listing of the elements of \( T \).)

**Example 7.13**

(a) Consider the binary tree \( T \) in Fig. 7.21. \( T \) is a binary search tree; that is, every node \( N \) in \( T \) exceeds every number in its left subtree and is less than every number in its right subtree. Suppose the 23 were replaced by 35. Then \( T \) would still be a binary search tree. On the other hand, suppose the 23 were replaced by 40. Then \( T \) would not be a binary search tree, since the 38 would not be greater than the 40 in its left subtree.

(b) Consider the file in Fig. 7.8. As indicated by Fig. 7.9, the file is a binary search tree with respect to the key NAME. On the other hand, the file is not a binary search tree with respect to the social security number key SSN. This situation is similar to an array of records which is sorted with respect to one key but is unsorted with respect to another key.
The definition of a binary search tree given in this section assumes that all the node values are distinct. There is an analogous definition of a binary search tree which admits duplicates, that is, in which each node \( N \) has the following property: The value at \( N \) is greater than every value in the left subtree of \( N \) and is less than or equal to every value in the right subtree of \( N \). When this definition is used, the operations in the next section must be modified accordingly.

### 7.8 SEARCHING AND INSERTING IN BINARY SEARCH TREES

Suppose \( T \) is a binary search tree. This section discusses the basic operations of searching and inserting with respect to \( T \). In fact, the searching and inserting will be given by a single search and insertion algorithm. The operation of deleting is treated in the next section. Traversing in \( T \) is the same as traversing in any binary tree; this subject has been covered in Sec. 7.4.

Suppose an ITEM of information is given. The following algorithm finds the location of ITEM in the binary search tree \( T \), or inserts ITEM as a new node in its appropriate place in the tree.

(a) Compare ITEM with the root node \( N \) of the tree.

(i) If ITEM < \( N \), proceed to the left child of \( N \).

(ii) If ITEM > \( N \), proceed to the right child of \( N \).

(b) Repeat Step (a) until one of the following occurs:

(i) We meet a node \( N \) such that ITEM = \( N \). In this case the search is successful.

(ii) We meet an empty subtree, which indicates that the search is unsuccessful, and we insert ITEM in place of the empty subtree.

In other words, proceed from the root \( R \) down through the tree \( T \) until finding ITEM in \( T \) or inserting ITEM as a terminal node in \( T \).

---

**Example 7.14**

(a) Consider the binary search tree \( T \) in Fig. 7.21. Suppose ITEM = 20 is given. Simulating the above algorithm, we obtain the following steps:

1. Compare ITEM = 20 with the root, 38, of the tree \( T \). Since 20 < 38, proceed to the left child of 38, which is 14.

2. Compare ITEM = 20 with 14. Since 20 > 14, proceed to the right child of 14, which is 23.

3. Compare ITEM = 20 with 23. Since 20 < 23, proceed to the left child of 23, which is 18.

4. Compare ITEM = 20 with 18. Since 20 > 18 and 18 does not have a right child, insert 20 as the right child of 18.

Figure 7.22 shows the new tree with ITEM = 20 inserted. The shaded edges indicate the path down through the tree during the algorithm.

(b) Consider the binary search tree \( T \) in Fig. 7.9. Suppose ITEM = Davis is given. Simulating the above algorithm, we obtain the following steps:
Fig. 7.22  ITEM = 20 Inserted

1. Compare ITEM = Davis with the root of the tree, Harris. Since Davis < Harris, proceed to the left child of Harris, which is Cohen.
2. Compare ITEM = Davis with Cohen. Since Davis > Cohen, proceed to the right child of Cohen, which is Green.
3. Compare ITEM = Davis with Green. Since Davis < Green, proceed to the left child of Green, which is Davis.
4. Compare ITEM = Davis with the left child, Davis. We have found the location of Davis in the tree.

Example 7.15

Suppose the following six numbers are inserted in order into an empty binary search tree:

40, 60, 50, 33, 55, 11

Figure 7.23 shows the six stages of the tree. We emphasize that if the six numbers were given in a different order, then the tree might be different and we might have a different depth.

Fig. 7.23
The formal presentation of our search and insertion algorithm will use the following procedure, which finds the locations of a given ITEM and its parent. The procedure traverses down the tree using the pointer PTR and the pointer SAVE for the parent node. This procedure will also be used in the next section, on deletion.

**Procedure 7.4:** FIND(INFO, LEFT, RIGHT, ROOT, ITEM, LOC, PAR)

A binary search tree T is in memory and an ITEM of information is given. This procedure finds the location LOC of ITEM in T and also the location PAR of the parent of ITEM. There are three special cases:

- (i) LOC = NULL and PAR = NULL will indicate that the tree is empty.
- (ii) LOC ≠ NULL and PAR = NULL will indicate that ITEM is the root of T.
- (iii) LOC = NULL and PAR ≠ NULL will indicate that ITEM is not in T and can be added to T as a child of the node N with location PAR.

1. [Tree empty?]
   If ROOT = NULL, then: Set LOC := NULL and PAR := NULL, and Return.

2. [ITEM at root?]
   If ITEM = INFO[ROOT], then: Set LOC := ROOT and PAR := NULL, and Return.

3. [Initialize pointers PTR and SAVE.]
   If ITEM < INFO[ROOT], then:
   Set PTR := LEFT[ROOT] and SAVE := ROOT.
   Else:
   Set PTR := RIGHT[ROOT] and SAVE := ROOT.
   [End of If structure.]

4. Repeat Steps 5 and 6 while PTR ≠ NULL:

5. [ITEM found?]
   If ITEM = INFO[PTR], then: Set LOC := PTR and PAR := SAVE, and Return.

6. If ITEM < INFO[PTR], then:
   Set SAVE := PTR and PTR := LEFT[PTR].
   Else:
   Set SAVE := PTR and PTR := RIGHT[PTR].
   [End of If structure.]
   [End of Step 4 loop.]

7. [Search unsuccessful.] Set LOC := NULL and PAR := SAVE.

8. Exit.

Observe that, in Step 6, we move to the left child or the right child according to whether

ITEM < INFO[PTR] or ITEM > INFO[PTR].

The formal statement of our search and insertion algorithm follows.
Algorithm 7.5: INSBST(INFO, LEFT, RIGHT, ROOT, AVAIL, ITEM, LOC)
A binary search tree T is in memory and an ITEM of information is given. This algorithm finds the location LOC of ITEM in T or adds ITEM as a new node in T at location LOC.

1. Call FIND(INFO, LEFT, RIGHT, ROOT, ITEM, LOC, PAR).
   [Procedure 7.4.]
2. If LOC ≠ NULL, then Exit.
3. [Copy ITEM into new node in AVAIL list.]
   (a) If AVAIL = NULL, then: Write: OVERFLOW, and Exit.
   (b) Set NEW := AVAIL, AVAIL := LEFT[AVAIL] and INFO[NEW] := ITEM.
   (c) Set LOC := NEW, LEFT[NEW] := NULL and RIGHT[NEW] := NULL.
4. [Add ITEM to tree.]
   If PAR = NULL, then:
   Set ROOT := NEW.
   Else if ITEM < INFO[PAR], then:
   Set LEFT[PAR] := NEW.
   Else:
   Set RIGHT[PAR] := NEW.
   [End of If structure.]
5. Exit.

Observe that, in Step 4, there are three possibilities: (1) the tree is empty, (2) ITEM is added as a left child and (3) ITEM is added as a right child.

Complexity of the Searching Algorithm

Suppose we are searching for an item of information in a binary search tree T. Observe that the number of comparisons is bounded by the depth of the tree. This comes from the fact that we proceed down a single path of the tree. Accordingly, the running time of the search will be proportional to the depth of the tree.

Suppose we are given n data items, A₁, A₂, ..., Aₙ, and suppose the items are inserted in order into a binary search tree T. Recall that there are n! permutations of the n items (Sec. 2.2). Each such permutation will give rise to a corresponding tree. It can be shown that the average depth of the n! trees is approximately c log₂ n, where c = 1.4. Accordingly, the average running time f(n) to search for an item in a binary tree T with n elements is proportional to log₂ n, that is, f(n) = O(log₂ n).

Application of Binary Search Trees

Consider a collection of n data items, A₁, A₂, ..., Aₙ. Suppose we want to find and delete all duplicates in the collection. One straightforward way to do this is as follows:
Algorithm A: Scan the elements from $A_1$ to $A_N$ (that is, from left to right).

(a) For each element $A_K$ compare $A_K$ with $A_1, A_2, ..., A_{K-1}$, that is, compare $A_K$ with those elements which precede $A_K$.

(b) If $A_K$ does occur among $A_1, A_2, ..., A_{K-1}$, then delete $A_K$.

After all elements have been scanned, there will be no duplicates.

Example 7.16

Suppose Algorithm A is applied to the following list of 15 numbers:

14, 10, 17, 12, 10, 11, 20, 12, 18, 25, 20, 8, 22, 11, 23

Observe that the first four numbers (14, 10, 17 and 12) are not deleted. However,

$A_5 = 10$ is deleted, since $A_5 = A_2$
$A_8 = 12$ is deleted, since $A_8 = A_4$
$A_{11} = 20$ is deleted, since $A_{11} = A_7$
$A_{14} = 11$ is deleted, since $A_{14} = A_6$

When Algorithm A is finished running, the 11 numbers

14, 10, 17, 12, 11, 20, 18, 25, 8, 22, 23

which are all distinct, will remain.

Consider now the time complexity of Algorithm A, which is determined by the number of comparisons. First of all, we assume that the number $d$ of duplicates is very small compared with the number $n$ of data items. Observe that the step involving $A_K$ will require approximately $k - 1$ comparisons, since we compare $A_K$ with items $A_1, A_2, ..., A_{K-1}$ (less the few that may already have been deleted). Accordingly, the number $f(n)$ of comparisons required by Algorithm A is approximately

$$0 + 1 + 2 + 3 + \cdots + (n - 2) + (n - 1) = \frac{(n-1)n}{2} = O(n^2)$$

For example, for $n = 1000$ items, Algorithm A will require approximately 500 000 comparisons. In other words, the running time of Algorithm A is proportional to $n^2$.

Using a binary search tree, we can give another algorithm to find the duplicates in the set $A_1, A_2, ..., A_N$ of $n$ data items.

Algorithm B: Build a binary search tree $T$ using the elements $A_1, A_2, ..., A_N$. In building the tree, delete $A_K$ from the list whenever the value of $A_K$ already appears in the tree.

The main advantage of Algorithm B is that each element $A_K$ is compared only with the elements in a single branch of the tree. It can be shown that the average length of such a branch is approximately $c \log_2 k$, where $c = 1.4$. Accordingly, the total number $f(n)$ of comparisons required
by Algorithm B is approximately $n \log_2 n$, that is, $f(n) = O(n \log_2 n)$. For example, for $n = 1000$, Algorithm B will require approximately 10 000 comparisons rather than the 500 000 comparisons with Algorithm A. (We note that, for the worst case, the number of comparisons for Algorithm B is the same as for Algorithm A.)

Example 7.17

Consider again the following list of 15 numbers:

14, 10, 17, 12, 10, 11, 20, 12, 18, 25, 20, 8, 22, 11, 23

Applying Algorithm B to this list of numbers, we obtain the tree in Fig. 7.24. The exact number of comparisons is

$$0 + 1 + 1 + 2 + 2 + 3 + 2 + 3 + 3 + 3 + 2 + 4 + 4 + 5 = 38$$

![Tree Diagram](image_url)

Fig. 7.24

On the other hand, Algorithm A requires

$$0 + 1 + 2 + 3 + 2 + 4 + 5 + 4 + 6 + 7 + 6 + 8 + 9 + 5 + 10 = 72$$

comparisons.

7.9 DELETING IN A BINARY SEARCH TREE

Suppose T is a binary search tree, and suppose an ITEM of information is given. This section gives an algorithm which deletes ITEM from the tree T.

The deletion algorithm first uses Procedure 7.4 to find the location of the node N which contains ITEM and also the location of the parent node P(N). The way N is deleted from the tree depends primarily on the number of children of node N. There are three cases:

Case 1. N has no children. Then N is deleted from T by simply replacing the location of N in the parent node P(N) by the null pointer.
Case 2. \( N \) has exactly one child. Then \( N \) is deleted from \( T \) by simply replacing the location of \( N \) in \( P(N) \) by the location of the only child of \( N \).

Case 3. \( N \) has two children. Let \( S(N) \) denote the inorder successor of \( N \). (The reader can verify that \( S(N) \) does not have a left child.) Then \( N \) is deleted from \( T \) by first deleting \( S(N) \) from \( T \) (by using Case 1 or Case 2) and then replacing node \( N \) in \( T \) by the node \( S(N) \).

Observe that the third case is much more complicated than the first two cases. In all three cases, the memory space of the deleted node \( N \) is returned to the AVAIL list.

**Example 7.18**

Consider the binary search tree in Fig. 7.25(a). Suppose \( T \) appears in memory as in Fig. 7.25(b).

![Binary Search Tree](image)

(a) Before deletions

(b) Linked representation

**Fig. 7.25**

(a) Suppose we delete node 44 from the tree \( T \) in Fig. 7.25. Note that node 44 has no children. Figure 7.26(a) pictures the tree after 44 is deleted, and Fig. 7.26(b) shows the linked representation in memory. The deletion is accomplished by simply assigning NULL to the parent node, 33. (The shading indicates the changes.)

(b) Suppose we delete node 75 from the tree \( T \) in Fig. 7.25 instead of node 44. Note that node 75 has only one child. Figure 7.27(a) pictures the tree after 75 is deleted, and Fig. 7.27(b) shows the linked representation. The deletion is accomplished by changing the right pointer of the parent node 60, which originally pointed to 75, so that it now points to node 66, the only child of 75. (The shading indicates the changes.)
(c) Suppose we delete node 25 from the tree T in Fig. 7.25 instead of node 44 or node 75. Note that node 25 has two children. Also observe that node 33 is the inorder successor of node 25. Figure 7.28(a) pictures the tree after 25 is deleted, and Fig. 7.28(b) shows the linked representation. The deletion is accomplished by first deleting 33 from the tree and then replacing node 25 by node 33. We emphasize that the replacement of node 25 by node 33 is executed in memory only by changing pointers, not by moving the contents of a node from one location to another. Thus 33 is still the value of INFO[1].
Our deletion algorithm will be stated in terms of Procedures 7.6 and 7.7, which follow. The first procedure refers to Cases 1 and 2, where the deleted node N does not have two children; and the second procedure refers to Case 3, where N does have two children. There are many subcases which reflect the fact that N may be a left child, a right child or the root. Also, in Case 2, N may have a left child or a right child.

Procedure 7.7 treats the case that the deleted node N has two children. We note that the inorder successor of N can be found by moving to the right child of N and then moving repeatedly to the left until meeting a node with an empty left subtree.

**Procedure 7.6:** CASEA(INFO, LEFT, RIGHT, ROOT, LOC, PAR)

This procedure deletes the node N at location LOC, where N does not have two children. The pointer PAR gives the location of the parent of N, or else PAR = NULL indicates that N is the root node. The pointer CHILD gives the location of the only child of N, or else CHILD = NULL indicates N has no children.

1. [Initializes CHILD.]
   
   If LEFT[LOC] = NULL and RIGHT[LOC] = NULL, then:
   
   Set CHILD := NULL.

   Else if LEFT[LOC] ≠ NULL, then:
   
   Set CHILD := LEFT[LOC].

   Else
   
   Set CHILD := RIGHT[LOC].

   [End of If structure.]
2. If \( \text{PAR} \neq \text{NULL} \), then:
   - If \( \text{LOC} = \text{LEFT}[\text{PAR}] \), then:
     - Set \( \text{LEFT}[\text{PAR}] := \text{CHILD} \).
   - Else:
     - Set \( \text{RIGHT}[\text{PAR}] := \text{CHILD} \).
     - [End of If structure.]
   - Else:
     - Set \( \text{ROOT} := \text{CHILD} \).
     - [End of If structure.]
3. Return.

**Procedure 7.7:** CASEB(INFO, LEFT, RIGHT, ROOT, LOC, PAR)

This procedure will delete the node \( N \) at location \( \text{LOC} \), where \( N \) has two children. The pointer \( \text{PAR} \) gives the location of the parent of \( N \), or else \( \text{PAR} = \text{NULL} \) indicates that \( N \) is the root node. The pointer \( \text{SUC} \) gives the location of the inorder successor of \( N \), and \( \text{PARSUC} \) gives the location of the parent of the inorder successor.

1. [Find \( \text{SUC} \) and \( \text{PARSUC} \).]
   - (a) Set \( \text{PTR} := \text{RIGHT}[\text{LOC}] \) and \( \text{SAVE} := \text{LOC} \).
   - (b) Repeat while \( \text{LEFT}[\text{PTR}] \neq \text{NULL} \):
     - Set \( \text{SAVE} := \text{PTR} \) and \( \text{PTR} := \text{LEFT}[\text{PTR}] \).
     - [End of loop.]
   - (c) Set \( \text{SUC} := \text{PTR} \) and \( \text{PARSUC} := \text{SAVE} \).
2. [Delete inorder successor, using Procedure 7.6.]
   - Call CASEA(INFO, LEFT, RIGHT, ROOT, SUC, PARSUC).
3. [Replace node \( N \) by its inorder successor.]
   - (a) If \( \text{PAR} \neq \text{NULL} \), then:
     - If \( \text{LOC} = \text{LEFT}[\text{PAR}] \), then:
       - Set \( \text{LEFT}[\text{PAR}] := \text{SUC} \).
     - Else:
       - Set \( \text{RIGHT}[\text{PAR}] := \text{SUC} \).
       - [End of If structure.]
     - Else:
       - Set \( \text{ROOT} := \text{SUC} \).
       - [End of If structure.]
   - (b) Set \( \text{LEFT}[\text{SUC}] := \text{LEFT}[\text{LOC}] \) and \( \text{RIGHT}[\text{SUC}] := \text{RIGHT}[\text{LOC}] \).
4. Return.

We can now formally state our deletion algorithm, using Procedures 7.6 and 7.7 as building blocks.
Algorithm 7.8: \( \text{DEL}(\text{INFO, LEFT, RIGHT, ROOT, AVAIL, ITEM}) \)

A binary search tree \( T \) is in memory, and an \( \text{ITEM} \) of information is given. This algorithm deletes \( \text{ITEM} \) from the tree.

1. [Find the locations of \( \text{ITEM} \) and its parent, using Procedure 7.4.]
   Call \( \text{FIND}(\text{INFO, LEFT, RIGHT, ROOT, ITEM, LOC, PAR}) \).

2. [\( \text{ITEM} \) in tree?]
   If \( \text{LOC} = \text{NULL} \), then: Write: \( \text{ITEM} \) not in tree, and Exit.

3. [Delete node containing \( \text{ITEM} \).]
   If \( \text{RIGHT}[\text{LOC}] \neq \text{NULL} \) and \( \text{LEFT}[\text{LOC}] \neq \text{NULL} \), then:
   Call \( \text{CASEB}(\text{INFO, LEFT, RIGHT, ROOT, LOC, PAR}) \).
   Else:
   Call \( \text{CASEA}(\text{INFO, LEFT, RIGHT, ROOT, LOC, PAR}) \).
   [End of If structure.]

4. [Return deleted node to the AVAIL list.]
   Set \( \text{LEFT}[\text{LOC}] := \text{AVAIL} \) and \( \text{AVAIL} := \text{LOC} \).

5. Exit.

7.10 AVL SEARCH TREES

The binary search tree data structure was discussed in sections 7.7–7.9. Consider the elements A, B, C, D,..., Z to be inserted into a binary search tree as shown in Fig. 7.29(a). Observe how the binary search tree turns out to be right skewed. Again the insertion of elements Z, Y, X,..., C, B, A in that order in the binary search tree results in a left skewed binary search tree (Fig. 7.29(b)). The disadvantage of a skewed binary search tree is that the worst case time complexity of a search is \( O(n) \). Therefore there arises the need to maintain the binary search tree to be of balanced height. By doing so it is possible to obtain for the search operation a time complexity of \( O(\log n) \) in the worst case. One of the more popular balanced trees was introduced in 1962 by Adelson-Velskii and Landis and was known as AVL trees.

Fig. 7.29
Definition

An empty binary tree is an AVL tree. A non empty binary tree T is an AVL tree iff given \( \ell \) and \( r \) to be the left and right subtrees of T and \( h(\ell) \) and \( h(r) \) to be the heights of subtrees, \( \ell \) and \( r \) respectively, \( \ell \) and \( r \) are AVL trees and \( |h(\ell) - h(r)| \leq 1 \).

\( h(\ell) - h(r) \) is known as the balance factor (BF) and for an AVL tree the balance factor of a node can be either 0, 1, or -1.

An AVL search tree is a binary search tree which is an AVL tree.

Representation of an AVL Search Tree

AVL search trees like binary search trees are represented using a linked representation. However, every node registers its balance factor. Figure 7.30 shows the representation of an AVL search tree. The number against each node represents its balance factor.

```
     C
    / \    \\
   A   G   D
  ((-1)  (0)  (0)
```

Fig. 7.30 AVL

Searching an AVL Search Tree

Searching an AVL search tree for an element is exactly similar to the method used in a binary search tree (Illustrated in procedure 7.4).

7.11 INSERTION IN AN AVL SEARCH TREE

Inserting an element into an AVL search tree in its first phase is similar to that of the one used in a binary search tree. However, if after insertion of the element, the balance factor of any node in the tree is affected so as to render the binary search tree unbalanced, we resort to techniques called Rotations to restore the balance of the search tree. For example, consider the AVL search tree shown in Fig. 7.30, inserting the element E into the tree makes it unbalanced the tree, since BF(C) = -2.

To perform rotations it is necessary to identify a specific node A whose BF(A) is neither 0, 1 or -1, and which is the nearest ancestor to the inserted node on the path from the inserted node to the root. This implies that all nodes on the path from the inserted node to A will have their balance factors to be either 0, 1, or -1. The rebalancing rotations are classified as LL, LR, RR and RL as illustrated below, based on the position of the inserted node with reference to A.

- **LL rotation:** Inserted node is in the left subtree of left subtree of node A
- **RR rotation:** Inserted node is in the right subtree of right subtree of node A
- **LR rotation:** Inserted node is in the right subtree of left subtree of node A
- **RL rotation:** Inserted node is in the left subtree of right subtree of node A

Each of the rotations is explained with an example.
**LL Rotation**

Figure 7.31 illustrates the balancing of an AVL search tree through LL rotation.

Fig. 7.31

The new element X is inserted in the left subtree of left subtree of A, the closest ancestor node whose BF(A) becomes +2 after insertion. To rebalance the search tree, it is rotated so as to allow B to be the root with $B_L$ and A to be its left subtree and right child, and $B_R$ and $A_R$ to be the left and right subtrees of A. Observe how the rotation results in a balanced tree.

**Example 7.19**

Insert 36 into the AVL search tree given in Fig. 7.32(a). Figure 7.32(b) shows the AVL search tree after insertion and Fig. 7.32(c) the same after LL rotation.

**RR Rotation**

Figure 7.33 illustrates the balancing of an AVL search tree using RR rotation. Here the new element X is in the right subtree of A. The rebalancing rotation pushes B up to the root with A as its left child and $B_R$ as its right subtree, and $A_L$ and $B_L$ as the left and right subtrees of A. Observe the balanced height after the rotation.

**Example 7.20**

Insert 65 into the AVL search tree shown in Fig. 7.34(a). Figure 7.34(b) shows the unbalanced tree after insertion and Fig. 7.34(c) the rebalanced search tree after RR rotation.
Insert 36

Initial AVL search tree (a)

Unbalanced AVL search tree (b)

Balanced AVL search tree after LL rotation (c)

Balanced AVL search tree

Unbalanced AVL search tree after insertion

RR rotation

Balanced AVL search tree after rotation

Fig. 7.32

Fig. 7.33
LR and RL Rotations

The balancing methodology of LR and RL rotations are similar in nature but are mirror images of one another. Hence we illustrate one of them viz., LR rotation in this section. Fig. 7.35 illustrates the balancing of an AVL search tree using LR rotation.

In this case, the BF values of nodes A and B after balancing are dependent on the BF value of node C after insertion.
If BF (C) = 0 after insertion then BF(A) = BF(B)=0, after rotation
If BF (C) = -1 after insertion then BF(A) = 0, BF(B) = 1, after rotation
If BF (C) = 1 after insertion then BF(A) = -1, BF(B) = 0, after rotation

Example 7.21

Insert 37 into the AVL search tree shown in Fig. 7.36(a). Figure 7.36(b) shows the imbalance in the tree and Fig. 7.36(c) the rebalancing of the AVL tree using LR rotation. Observe how after insertion BF(C = 39) = 1 leads to BF(A = 44) = -1 and BF(B = 30) = 0 after the rotation.

Amongst the rotations, LL and RR rotations are called as single rotations and LR and RL are known as double rotations since, LR can be accomplished by RR followed by LL rotation and RL can be accomplished by LL followed by RR rotation. The time complexity of an insertion operation in an AVL tree is given by $O(\text{height})=O(\log n)$.
Fig. 7.35

Fig. 7.36
EXAMPLE 7.22

Construct an AVL search tree by inserting the following elements in the order of their occurrence.

64, 1, 44, 26, 13, 110, 98, 85

Insert 64, 1

Insert 14

LR rotation

Insert 26, 13, 110, 98

Insert 85

LL rotation

Fig. 7.37
7.12 DELETION IN AN AVL SEARCH TREE

The deletion of an element in an AVL search tree proceeds as illustrated in procedures 7.6, 7.7 and algorithm 7.8 for deletion of an element in a binary search tree. However, in the event of an imbalance due to deletion, one or more rotations need to be applied to balance the AVL tree.

On deletion of a node $X$ from the AVL tree, let $A$ be the closest ancestor node on the path from $X$ to the root node, with a balance factor of $+2$ or $-2$. To restore balance the rotation is first classified as $L$ or $R$ depending on whether the deletion occurred on the left or right subtree of $A$.

Now depending on the value of $BF(B)$ where $B$ is the root of the left or right subtree of $A$, the $R$ or $L$ imbalance is further classified as $R0$, $R1$ and $R-1$ or $L0$, $L1$ and $L-1$. The three kinds of $R$ rotations are illustrated with examples. The $L$ rotations are but mirror images of these rotations.

**R0 Rotation**

If $BF(B)=0$, the R0 rotation is executed as illustrated in Fig. 7.38.

![Diagram of AVL tree before and after R0 rotation](image)

**Example 7.23**

Delete 60 from the AVL search tree shown in Fig. 7.39(a). This calls for R0 rotation to set right the imbalance since deletion occurs to the right of node $A = 46$ whose $BF(A = 46) = +2$ and $BF(B = 20) = 0$. Figure 7.39(b) shows the imbalance after deletion and Fig. 7.39(c) the balancing of the tree using R0 rotation.
R1 ROTATION

If BF(B) = 1, the R1 rotation as illustrated in Fig. 7.40 is executed.

Example 7.24

Delete 39 from the AVL search tree as shown in Fig. 7.41(a). This calls for R1 rotation to set right the imbalance since deletion occurs to the right of node A = 37 whose BF(A = 37) = +2 and BF(B = 26) = 1. Figure 7.41(b) shows the imbalance after deletion and Fig.7.41(c) the balancing of the tree using R1 rotation.

R-1 Rotation

If BF(B) = -1, the R–1 rotation as illustrated in Fig. 7.42 is executed.
AVL search tree before deletion of $x$

Unbalanced AVL search tree after deletion of $x$

Delete $x$

Balanced AVL search tree after R1 rotation

Fig. 7.40

AVL search tree before deletion (a)

Unbalanced AVL search tree after deletion of 39 (b)

Delete 39

Balanced AVL search tree after R1 rotation (c)

Fig. 7.41
**Example 7.25**

Delete 52 from the AVL search tree shown in Fig. 7.43(a). This calls for R-1 rotation to set right the imbalance since deletion occurs to the right of node A = 44 whose BF(A = 44) = +2 and BF(B = 22) = -1. Figure 7.43(b) shows the imbalance after deletion and Fig. 7.43(c) the balancing of the tree using R-1 rotation.

**EXAMPLE 7.26**

Given the AVL search tree shown in Fig. 7.44(a) delete the listed elements:

120, 64, 130
7.13 \textit{m-WAY SEARCH TREES}

All the data structures discussed so far favor data stored in the internal memory and hence support internal information retrieval. However, to favor retrieval and manipulation of data stored in external memory, viz., storage devices such as disks etc., there is a need for some special data structures. \textit{m-way search trees}, B trees and \textit{B* trees} are examples of such data structures which find application in problems such as file indexing.

\textit{m-way search trees} are generalized versions of binary search trees. The goal of \textit{m-way search tree} is to minimize the accesses while retrieving a key from a file. However, an \textit{m-way search tree} of height \( h \) calls for \( O(h) \) number of accesses for an insert/delete/retrieval operation. Hence it pays to ensure that the height \( h \) is close to \( \log_m(n+1) \), because the number of elements in an \textit{m-way search tree} of height \( h \) ranges from a minimum of \( h \) to a maximum of \( m^h - 1 \). This implies that an \textit{m-way search tree} of \( n \) elements ranges from a minimum height of \( \log_m(n+1) \) to a maximum height of \( n \). Therefore there arises the need to maintain balanced \textit{m-way search trees}. B trees are balanced \textit{m-way search trees}.

\textbf{Definition}

An \textit{m-way search tree} \( T \) may be an empty tree. If \( T \) is non-empty, it satisfies the following properties:

(i) For some integer \( m \), known as \textit{order of the tree}, each node is of degree which can reach a maximum of \( m \), in other words, each node has, at most \( m \) child nodes. A node may be
represented as $A_0, (K_1, A_1), (K_2, A_2), \ldots (K_{m-1}, A_{m-1})$ where, $K_i, 1 \leq i \leq m-1$ are the keys and $A_i, 0 \leq i \leq m-1$ are the pointers to subtrees of $T$.

(ii) If a node has $k$ child nodes where $k \leq m$, then the node can have only $(k-1)$ keys $K_1, K_2, \ldots K_{k-1}$, contained in the node such that $K_j < K_{j+1}$ and each of the keys partitions all the keys in the subtrees into $k$ subsets.

Fig. 7.44
(iii) For a node \( A_0, (K_1, A_1), (K_2, A_2), \ldots (K_{m-1}, A_{m-1}) \), all key values in the subtree pointed to by \( A_i \) are less than the key \( K_{i+1}, 0 \leq i \leq m - 2 \), and all key values in the subtree pointed to by \( A_{m-1} \) are greater than \( K_{m-1} \).

(iv) Each of the subtrees \( A_i, 0 \leq i \leq m - 1 \) are also \( m \)-way search trees.

An example of a 5-way search tree is shown in Fig. 7.45. Observe how each node has at most 5 child nodes and therefore has at most 4 keys contained in it. The rest of the properties of an \( m \)-way search tree can also be verified by the example.

![Diagram](image)

**Fig. 7.45**

### 7.14 SEARCHING, INSERTION AND DELETION IN AN \( m \)-WAY SEARCH TREE

**Searching an \( m \)-Way Search Tree**

Searching for a key in an \( m \)-way search tree is similar to that of binary search trees. To search for 77 in the 5-way search tree, shown in Fig. 7.45, we begin at the root and as 77 > 76 > 44 > 18, move to the fourth subtree. In the root node of the fourth subtree, 77 < 80 and therefore we move to the first subtree of the node. Since 77 is available in the only node of this subtree, we claim 77 was successfully searched.

To search for 13, we begin at the root and as 13 < 18, we move down to the first subtree. Again, since 13 > 12 we proceed to move down the third subtree of the node but fall off the tree having encountered a null pointer. Therefore we claim the search for 13 was unsuccessful.

**Insertion in an \( m \)-Way Search Tree**

To insert a new element into an \( m \)-way search tree we proceed in the same way as one would in
order to search for the element. To insert 6 into the 5-way search tree shown in Fig. 7.45, we proceed to search for 6 and find that we fall off the tree at the node [7, 12] with the first child node containing up to 4 keys in a node, 6 is inserted into the node as [6, 7, 12]. But inserting 146, the node [148, 151, 172, 186] is already full, hence we open a new child node and insert 146 into it. Both these insertions have been illustrated in Fig. 7.46.

![Diagram of a 5-way search tree](image)

**Fig. 7.46**

**Deletion in an m-Way Search Tree**

Let K be a key to be deleted from the m-way search tree. To delete the key we proceed as one would to search for the key. Let the node accommodating the key be as illustrated in Fig. 7.47.

![Diagram illustrating a node with keys](image)

**Fig. 7.47**

If \((A_i = A_j = NULL)\) then delete K.

If \((A_i \neq NULL, A_j = NULL)\) then choose the largest of the key elements \(K'\) in the child node pointed to by \(A_i\), delete the key \(K'\) and replace K by \(K'\). Obviously deletion of \(K'\) may call for subsequent replacements and therefore deletions in a similar manner, to enable the key \(K'\) move up the tree.

If \((A_i = NULL, A_j \neq NULL)\) then choose the smallest of the key elements \(K''\) from the subtree pointed to by \(A_j\), delete \(K''\) and replace K by \(K''\). Again deletion of \(K''\) may trigger subsequent replacements and deletions to enable \(K''\) move up the tree.
If \( A_i \neq NULL, A_j \neq NULL \) then choose either the largest of the key elements \( K' \) in the subtree pointed to by \( A_i \) or the smallest of the key elements \( K'' \) from the subtree pointed to by \( A_j \) to replace \( K \). As mentioned before, to move \( K' \) or \( K'' \) up the tree it may call for subsequent replacements and deletions.

We illustrate deletions on the 5-way search tree shown in Fig. 7.45. To delete 151, we search for 151 and observe that in the leaf node \([148, 151, 172, 186]\) where it is present, both its left subtree pointer and right subtree pointer are such that \((A_i = A_j = NULL)\). We therefore simply delete 151 and the node becomes \([148, 172, 186]\). Deletion of 92 also follows a similar process.

To delete 262, we find its left and right subtree pointers \( A_i \) and \( A_j \) respectively, are such that \((A_i = NULL, A_j \neq NULL)\). Hence we choose the smallest element 272 from the child node \([272, 286, 300]\), delete 272 and replace 262 with 272. Note that, to delete 272 the deletion procedure needs to be observed again. Figure 7.48 illustrates the deletion of 262.

![Fig. 7.48](image)

To delete 12, we find the node \([7, 12]\) accommodates 12 and the key satisfies \((A_i = NULL, A_j = NULL)\). Hence we choose the largest of the keys from the node pointed to by \( A_i \), viz., 10 and replace 12 with 10. Figure 7.49 illustrates the deletion of 12.

![Fig. 7.49](image)
Example 7.27

A 3-way search tree constructed out of an empty search tree with the following keys in the order shown, is illustrated in Fig. 7.50:

D, K, P, V, A, G

---

Insert D:

```
   D
  / \  
 x   x
```

Insert K:

```
   D    K
  /     \  
 x       x
```

Insert P, V:

```
   D    K
  /     \  
 x       x
    P     V
       / \  
      x   x
```

Insert A, G:

```
   D    K
  /     \  
 x       x
    A     G
       / \  
      x   x
```

Fig. 7.50

Deletion of A and K in the 3-way search tree of Fig. 7.51 yields:

```
   D    P
  /     \  
 x       x
    G     V
       / \  
      x   x
```

Fig. 7.51

7.15 B TREES

m-way search trees have the advantage of minimizing file accesses due to their restricted height. However it is essential that the height of the tree be kept as low as possible and therefore there
arises the need to maintain balanced \( m \)-way search trees. Such a balanced \( m \)-way search tree is what is defined as a B tree.

**Definition**

A B-tree of order \( m \), if non empty, is an \( m \)-way search tree in which:

(i) the root has at least two child nodes and at most \( m \) child nodes

(ii) the internal nodes except the root have at least \( \left\lceil \frac{m}{2} \right\rceil \) child nodes and at most \( m \) child nodes.

(iii) the number of keys in each internal node is one less than the number of child nodes and these keys partition the keys in the subtrees of the node in a manner similar to that of \( m \)-way search trees.

(iv) all leaf nodes are on the same level

A B-tree of order 3 is referred to as 2–3 tree since the internal nodes are of degree 2 or 3 only.

**Example 7.28**

The tree shown in Fig. 7.52 is a B tree of order 5. All the properties of the B tree can be verified on the tree.

![Fig. 7.52](image)

**7.16 SEARCHING, INSERTION AND DELETION IN A B-TREE**

**Searching a B-tree**

Searching for a key in a B-tree is similar to the one on an \( m \)-way search tree. The number of accesses depends on the height \( h \) of the B-tree.
Insertion in a B-tree

The insertion of a key in a B-tree proceeds as if one were searching for the key in the tree. When the search terminates in a failure at a leaf node and tends to fall off the tree, the key is inserted according to the following procedure:

If the leaf node in which the key is to be inserted is not full, then the insertion is done in the node. A node is said to be full if it contains a maximum of \((m - 1)\) keys, given the order of the B-tree to be \(m\).

If the node were to be full, then insert the key in order into the existing set of keys in the node, split the node at its median into two nodes at the same level, pushing the median element up by one level. Note that the split nodes are only half full. Accommodate the median element in the parent node if it is not full. Otherwise repeat the same procedure and this may even call for rearrangement of the keys in the root node or the formation of a new root itself.

Thus a major observation pertaining to insertion in a B-tree is that, since the leaf nodes are all at the same level, unlike \(m\)-way search trees, the tree grows upwards.

Example 7.29

Consider the B-tree of order 5 shown in Fig. 7.53. Insert the elements 4, 5, 58, 6 in the order given.

![B-tree diagram](image_url)

The insertion of the given elements is shown in Fig. 7.54. Note how insertion of 4, 5 is easily done in the first child node of the root since the node is not full. But during the insertion of 58, the second child node of the root, where the insertion needs to be done is full. Now we insert the key into the list of keys existing in the node in the sorted order and split the node into two nodes at the same level at its median, viz., 55. Push the key 55 up to accommodate it in the parent node which is not full. Thus the key 58 is inserted.

The insertion of 6 is interesting. The first child node of the root where its place is due, is full. Now the node splits at the median pushing 5 up. But the parent node viz., the root, is also full. This in turn forces a split in the root node resulting in the creation of a new root which is 55.

It needs to be highlighted that all the keys in the node should be ordered every time there is a rearrangement of keys in a node.
Deletion in a B-tree

While deleting a key it is desirable that the keys in the leaf node are removed. However when a case arises forcing a key that is in an internal node to be deleted, then we promote a successor or a predecessor of the key to be deleted, to occupy the position of the deleted key and such a key is bound to occur in a leaf node (How?).

While removing a key from a leaf node, if the node contains more than the minimum number of elements, then the key can be easily removed. However, if the leaf node contains just the minimum number of elements, then scout for an element from either the left sibling node or right sibling node to fill the vacancy. If the left sibling node has more than the minimum number of keys, pull the largest key up into the parent node and move down the intervening entry from the parent node to the leaf node where the key is to be deleted. Otherwise, pull the smallest key of the right sibling node to the parent node and move down the intervening parent element to the leaf node.

If both the sibling nodes have only minimum number of entries, then create a new leaf node out of the two leaf nodes and the intervening element of the parent node, ensuring that the total number does not exceed the maximum limit for a node. If while borrowing the intervening element from the parent node, it leaves the number of keys in the parent node to be below the minimum number, then we propagate the process upwards ultimately resulting in a reduction of height of the B-tree.
Example 7.30

Deletion of keys 95, 226, 221 and 70 on a given B-tree of order 5 is shown in Fig. 7.55. The deletion of key 95 is simple and straight since the leaf node has more than the minimum number of elements. To delete 226, the internal node has only the minimum number of elements and hence borrows the immediate successor viz., 300 from the leaf node which has more than the minimum number of elements. Deletion of 221 calls for the hauling of key 440 to the parent node and pulling down of 300 to take the place of the deleted entry in the leaf. Lastly the deletion of 70 is a little more involved in process. Since none of the adjacent leaf nodes can afford lending a key, two of the leaf nodes are combined with the intervening element from the parent to form a new leaf node, viz., [32, 44, 65, 81] leaving 86 alone in the parent node. This is not possible since the parent node is now running low on its minimum number of elements. Hence we once again proceed to combine the adjacent sibling nodes of the specified parent node with a median element of the parent which is the root. This yields the node [86, 110, 120, 440] which is the new root. Observe the reduction in height of the B-tree.

Example 7.31

On the B-tree of order 3 shown in Fig. 7.56, perform the following operations in the order of their appearance:

Insert 75, 57 Delete 35, 65

The B-tree after the operations is shown in Fig. 7.57

7.17 HEAP; HEAPSORT

This section discusses another tree structure, called a heap. The heap is used in an elegant sorting algorithm called heapsort. Although sorting will be treated mainly in Chapter 9, we give the heapsort algorithm here and compare its complexity with that of the bubble sort and quicksort algorithms, which were discussed, respectively, in Chaps. 4 and 6.

Suppose H is a complete binary tree with n elements. (Unless otherwise stated, we assume that H is maintained in memory by a linear array TREE using the sequential representation of H, not a linked representation.) Then H is called a heap, or a maxheap, if each node N of H has the following property: The value at N is greater than or equal to the value at each of the children of N. Accordingly, the value at N is greater than or equal to the value at any of the descendants of N. (A minheap is defined analogously: The value at N is less than or equal to the value at any of the children of N.)
B-tree of order 5:

Delete 95, 226:

Delete 221:

Delete 70:

Fig. 7.55
Example 7.32

Consider the complete tree H in Fig. 7.58(a). Observe that H is a heap. This means, in particular, that the largest element in H appears at the “top” of the heap, that is, at the root of the tree. Figure 7.58(b) shows the sequential representation of H by the array TREE. That is, TREE[1] is the root of the tree H, and the left and right children of node TREE[K] are, respectively, TREE[2K] and TREE[2K + 1]. This means, in particular, that the parent of any nonroot node TREE[J] is the node TREE[J + 2] (where J + 2 means integer division). Observe that the nodes of H on the same level appear one after the other in the array TREE.

Inserting into a Heap

Suppose H is a heap with N elements, and suppose an ITEM of information is given. We insert ITEM into the heap H as follows:

(1) First adjoin ITEM at the end of H so that H is still a complete tree, but not necessarily a heap.

(2) Then let ITEM rise to its “appropriate place” in H so that H is finally a heap.

We illustrate the way this procedure works before stating the procedure formally.

Example 7.33

Consider the heap H in Fig. 7.58. Suppose we want to add ITEM = 70 to H. First we adjoin 70 as the next element in the complete tree; that is, we set TREE[21] = 70. Then 70 is the right child of TREE[10] = 48. The path from 70 to the root of H is pictured in Fig. 7.59(a). We now find the appropriate place of 70 in the heap as follows:
Insert 75:

```
    50
   /  \
  40   60
 /   /  \
30 35 55
 /   /   \
X   X  X   X
```

Insert 57:

```
    50
   /  \
  40   60
 /   /  \
20 35 57
 /   /   \
X   X  X   X
```

Delete 35:

```
    50
   /  \
  40   60
 /   /  \
20 45 57
 /   /   \
X   X   X
```

Delete 65:

```
    50
   /  \
  40   57
 /   /  \
20 45 55
 /   /   \
X   X   X
```

Fig. 7.57
(a) Compare 70 with its parent, 48. Since 70 is greater than 48, interchange 70 and 48; the path will now look like Fig. 7.59(b).

(b) Compare 70 with its new parent, 55. Since 70 is greater than 55, interchange 70 and 55; the path will now look like Fig. 7.59(c).

Fig. 7.59 ITEM = 70 is Inserted
(c) Compare 70 with its new parent, 88. Since 70 does not exceed 88, ITEM = 70 has risen to its appropriate place in H.

Figure 7.59(d) shows the final tree. A dotted line indicates that an exchange has taken place.

Remark: One must verify that the above procedure does always yield a heap as a final tree, that is, that nothing else has been disturbed. This is easy to see, and we leave this verification to the reader.

Example 7.34

Suppose we want to build a heap H from the following list of numbers:

44, 30, 50, 22, 60, 55, 77, 55

This can be accomplished by inserting the eight numbers one after the other into an empty heap H using the above procedure. Figure 7.60(a) through (h) shows the respective pictures of the heap after each of the eight elements has been inserted. Again, the dotted line indicates that an exchange has taken place during the insertion of the given ITEM of information.

---

(a) ITEM = 44

(b) ITEM = 30

(c) ITEM = 50

(d) ITEM = 22

(e) ITEM = 60

(f) ITEM = 55

(g) ITEM = 77

(h) ITEM = 55

Fig. 7.60 Building a Heap
The formal statement of our insertion procedure follows:

**Procedure 7.9: INSHEAP(TREE, N, ITEM)**

A heap \(H\) with \(N\) elements is stored in the array \(TREE\), and an \(ITEM\) of information is given. This procedure inserts \(ITEM\) as a new element of \(H\). PTR gives the location of \(ITEM\) as it rises in the tree, and \(PAR\) denotes the location of the parent of \(ITEM\).

1. [Add new node to \(H\) and initialize PTR.]
   Set \(N := N + 1\) and \(PTR := N\).
2. [Find location to insert \(ITEM\).]
   Repeat Steps 3 to 6 while \(PTR < 1\).
3. Set \(PAR := \lfloor PTR/2 \rfloor\). [Location of parent node.]
4. If \(ITEM \leq TREE[PAR]\), then:
   Set \(TREE[PTR] := ITEM\), and Return.
   [End of If structure.]
5. Set \(TREE[PTR] := TREE[PAR]\). [Moves node down.]
6. Set \(PTR := PAR\). [Updates PTR.]
   [End of Step 2 loop.]
7. [Assign \(ITEM\) as the root of \(H\).]
   Set \(TREE[1] := ITEM\).
8. Return.

Observe that \(ITEM\) is not assigned to an element of the array \(TREE\) until the appropriate place for \(ITEM\) is found. Step 7 takes care of the special case that \(ITEM\) rises to the root \(TREE[1]\).

Suppose an array \(A\) with \(N\) elements is given. By repeatedly applying Procedure 7.9 to \(A\), that is, by executing

\[
\text{Call INSHEAP}(A, J, A[J + 1])
\]

for \(J = 1, 2, \ldots, N - 1\), we can build a heap \(H\) out of the array \(A\).

**Deleting the Root of a Heap**

Suppose \(H\) is a heap with \(N\) elements, and suppose we want to delete the root \(R\) of \(H\). This is accomplished as follows:

1. Assign the root \(R\) to some variable \(ITEM\).
2. Replace the deleted node \(R\) by the last node \(L\) of \(H\) so that \(H\) is still a complete tree, but not necessarily a heap.
3. (Reheap) Let \(L\) sink to its appropriate place in \(H\) so that \(H\) is finally a heap.

Again we illustrate the way the procedure works before stating the procedure formally.
Example 7.35

Consider the heap $H$ in Fig. 7.61(a), where $R = 95$ is the root and $L = 22$ is the last node of the tree. Step 1 of the above procedure deletes $R = 95$, and Step 2 replaces $R = 95$ by $L = 22$. This gives the complete tree in Fig. 7.61(b), which is not a heap. Observe, however, that both the right and left subtrees of 22 are still heaps. Applying Step 3, we find the appropriate place of 22 in the heap as follows:

![Heap Diagram](image)

**Fig. 7.61** *Reheapig*

(a) Compare 22 with its two children, 85 and 70. Since 22 is less than the larger child, 85, interchange 22 and 85 so the tree now looks like Fig. 7.61(c).

(b) Compare 22 with its two new children, 55 and 33. Since 22 is less than the larger child, 55, interchange 22 and 55 so the tree now looks like Fig. 7.61(d).

(c) Compare 22 with its new children, 15 and 20. Since 22 is greater than both children, node 22 has dropped to its appropriate place in H.

Thus Fig. 7.61(d) is the required heap $H$ without its original root $R$.

Remark: As with inserting an element into a heap, one must verify that the above procedure does always yield a heap as a final tree. Again we leave this verification to the reader. We also note that Step 3 of the procedure may not end until the node $L$ reaches the bottom of the tree, i.e., until $L$ has no children.
The formal statement of our procedure follows.

Procedure 7.10: DELHEAP(TREE, N, ITEM)

A heap H with N elements is stored in the array TREE. This procedure assigns the root TREE[1] of H to the variable ITEM and then reheap the remaining elements. The variable LAST saves the value of the original last node of H. The pointers PTR, LEFT and RIGHT give the locations of LAST and its left and right children as LAST sinks in the tree.

1. Set ITEM := TREE[1]. [Removes root of H.]
2. Set LAST := TREE[N] and N := N − 1. [Removes last node of H.]
3. Set PTR := 1, LEFT := 2 and RIGHT := 3. [Initializes pointers.]
4. Repeat Steps 5 to 7 while RIGHT ≤ N:
5. If LAST ≥ TREE[LEFT] and LAST ≥ TREE[RIGHT], then:
   Set TREE[PTR] := LAST and Return.
   [End of If structure.]
6. IF TREE[RIGHT] ≤ TREE[LEFT], then:
   Set TREE[PTR] := TREE[LEFT] and PTR := LEFT.
   Else:
   Set TREE[PTR] := TREE[RIGHT] and PTR := RIGHT.
   [End of If structure.]
   [End of Step 4 loop.]
8. If LEFT = N and if LAST < TREE[LEFT], then: Set PTR := LEFT.
10. Return.

The Step 4 loop repeats as long as LAST has a right child. Step 8 takes care of the special case in which LAST does not have a right child but does have a left child (which has to be the last node in H). The reason for the two “If” statements in Step 8 is that TREE[LEFT] may not be defined when LEFT > N.

Application to Sorting

Suppose an array A with N elements is given. The heapsort algorithm to sort A consists of the two following phases:

   Phase A: Build a heap H out of the elements of A.
   Phase B: Repeatedly delete the root element of H.

Since the root of H always contains the largest node in H, Phase B deletes the elements of A in decreasing order. A formal statement of the algorithm, which uses Procedures 7.9 and 7.10, follows.
Algorithm 7.11: HEAPSORT(A, N)

An array A with N elements is given. This algorithm sorts the elements of A.

1. [Build a heap H, using Procedure 7.9.]
   Repeat for J = 1 to N - 1:
   Call INSHEAP(A, J, A[J + 1]).
   [End of Loop.]
2. [Sort A by repeatedly deleting the root of H, using Procedure 7.10.]
   Repeat while N > 1:
   (a) Call DELHEAP(A, N, ITEM).
   (b) Set A[N + 1] := ITEM.
   [End of Loop.]
3. Exit.

The purpose of Step 2(b) is to save space. That is, one could use another array B to hold the sorted elements of A and replace Step 2(b) by

\[
\text{Set } B[N + 1] := \text{ITEM}
\]

However, the reader can verify that the given Step 2(b) does not interfere with the algorithm, since A[N + 1] does not belong to the heap H.

**Complexity of Heapsort**

Suppose the heapsort algorithm is applied to an array A with n elements. The algorithm has two phases, and we analyze the complexity of each phase separately.

*Phase A.* Suppose H is a heap. Observe that the number of comparisons to find the appropriate place of a new element ITEM in H cannot exceed the depth of H. Since H is a complete tree, its depth is bounded by \( \log_2 m \) where \( m \) is the number of elements in H. Accordingly, the total number \( g(n) \) of comparisons to insert the \( n \) elements of A into H is bounded as follows:

\[
g(n) \leq n \log_2 n
\]

Consequently, the running time of Phase A of heapsort is proportional to \( n \log_2 n \).

*Phase B.* Suppose H is a complete tree with \( m \) elements, and suppose the left and right subtrees of H are heaps and L is the root of H. Observe that reheaping uses 4 comparisons to move the node L one step down the tree H. Since the depth of H does not exceed \( \log_2 m \), reheaping uses at most 4 \( \log_2 m \) comparisons to find the appropriate place of L in the tree H. This means that the total number \( h(n) \) of comparisons to delete the \( n \) elements of A from H, which requires reheaping \( n \) times, is bounded as follows:

\[
h(n) \leq 4n \log_2 n
\]

Accordingly, the running time of Phase B of heapsort is also proportional to \( n \log_2 n \).

Since each phase requires time proportional to \( n \log_2 n \), the running time to sort the \( n \)-element array A using heapsort is proportional to \( n \log_2 n \), that is, \( f(n) = O(n \log_2 n) \). Observe that this gives a worst-case complexity of the heapsort algorithm. This contrasts with the following two sorting algorithms already studied:
7.18 PATH LENGTHS; HUFFMAN'S ALGORITHM

Recall that an extended binary tree or 2-tree is a binary tree $T$ in which each node has either 0 or 2 children. The nodes with 0 children are called external nodes, and the nodes with 2 children are called internal nodes. Figure 7.62 shows a 2-tree where the internal nodes are denoted by circles and the external nodes are denoted by squares. In any 2-tree, the number $N_E$ of external nodes is more than the number $N_I$ of internal nodes; that is,

$$N_E = N_I + 1$$

For example, for the 2-tree in Fig. 7.62, $N_I = 6$, and $N_E = N_I + 1 = 7$.

![Fig. 7.62](image)

Frequently, an algorithm can be represented by a 2-tree $T$ where the internal nodes represent tests and the external nodes represent actions. Accordingly, the running time of the algorithm may depend on the lengths of the paths in the tree. With this in mind, we define the external path length $L_E$ of a 2-tree $T$ to be the sum of all path lengths summed over each path from the root $R$ of $T$ to an external node. The internal path length $L_I$ of $T$ is defined analogously, using internal nodes instead of external nodes. For the tree in Fig. 7.62,

$$L_E = 2 + 2 + 3 + 4 + 4 + 3 + 3 = 21$$

and

$$L_I = 0 + 1 + 1 + 2 + 3 + 2 = 9$$

Observe that

$$L_I + 2n = 9 + 2 \cdot 6 = 9 + 12 = 21 = L_E$$

where $n = 6$ is the number of internal nodes. In fact, the formula

$$L_E = L_I + 2n$$

is true for any 2-tree with $n$ internal nodes.
Suppose \( T \) is a 2-tree with \( n \) external nodes, and suppose each of the external nodes is assigned a (nonnegative) weight. The (external) \textit{weighted path length} \( P \) of the tree \( T \) is defined to be the sum of the weighted path lengths; i.e.,

\[
P = W_1L_1 + W_2L_2 + \cdots + W_nL_n
\]

where \( W_i \) and \( L_i \) denote, respectively, the weight and path length of an external node \( N_i \).

Consider now the collection of all 2-trees with \( n \) external nodes. Clearly, the complete tree among them will have a minimal external path length \( L_E \). On the other hand, suppose each tree is given the same \( n \) weights for its external nodes. Then it is not clear which tree will give a minimal weighted path length \( P \).

**Example 7.36**

Figure 7.63 shows three 2-trees, \( T_1, T_2 \) and \( T_3 \), each having external nodes with weights 2, 3, 5 and 11. The weighted path lengths of the three trees are as follows:

\[
\begin{align*}
P_1 &= 2 \cdot 2 + 3 \cdot 2 + 5 \cdot 2 + 11 \cdot 2 = 42 \\
P_2 &= 2 \cdot 1 + 3 \cdot 3 + 5 \cdot 3 + 11 \cdot 2 = 48 \\
P_3 &= 2 \cdot 3 + 3 \cdot 3 + 5 \cdot 2 + 11 \cdot 1 = 36
\end{align*}
\]

\[T_1 \quad (a) \quad T_2 \quad (b) \quad T_3 \quad (c)\]

**Fig. 7.63**

The quantities \( P_1 \) and \( P_3 \) indicate that the complete tree need not give a minimum length \( P \), and the quantities \( P_2 \) and \( P_3 \) indicate that similar trees need not give the same lengths.

The general problem that we want to solve is as follows. Suppose a list of \( n \) weights is given:

\[w_1, w_2, \ldots, w_n\]

Among all the 2-trees with \( n \) external nodes and with the given \( n \) weights, find a tree \( T \) with a minimum-weighted path length. (Such a tree \( T \) is seldom unique.) Huffman gave an algorithm, which we now state, to find such a tree \( T \).

Observe that the Huffman algorithm is recursively defined in terms of the number of weights and the solution for one weight is simply the tree with one node. On the other hand, in practice, we use an equivalent iterated form of the Huffman algorithm constructing the tree from the bottom up rather than from the top down.
Huffman's Algorithm: Suppose \( w_1 \) and \( w_2 \) are two minimum weights among the \( n \) given weights \( w_1, w_2, \ldots, w_n \). Find a tree \( T' \) which gives a solution for the \( n-1 \) weights
\[
\frac{w_1 + w_2}{w_1}, \frac{w_2}{w_1}, \frac{w_3}{w_1}, \ldots, \frac{w_n}{w_1}
\]
Then, in the tree \( T' \), replace the external node

\[
\frac{w_1 + w_2}{w_1} \text{ by the subtree } \frac{w_1}{w_1} \frac{w_2}{w_1}
\]

The new 2-tree \( T \) is the desired solution.

Example 7.37

Suppose A, B, C, D, E, F, G and H are 8 data items, and suppose they are assigned weights as follows:

<table>
<thead>
<tr>
<th>Data item</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>22</td>
<td>5</td>
<td>11</td>
<td>19</td>
<td>2</td>
<td>11</td>
<td>25</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 7.64(a) through (h) shows how to construct the tree \( T \) with minimum-weighted path length using the above data and Huffman's algorithm. We explain each step separately.

(a) Here each data item belongs to its own subtree. Two subtrees with the smallest possible combination of weights, the one weighted 2 and one of those weighted 5, are shaded.

(b) Here the subtrees that were shaded in Fig. 7.64(a) are joined together to form a subtree with weight 7. Again, the current two subtrees of lowest weight are shaded.

c) to (g) Each step joins together two subtrees having the lowest existing weights (always the ones that were shaded in the preceding diagram), and again, the two resulting subtree of lowest weight are shaded.

(h) This is the final desired tree \( T \), formed when the only two remaining subtrees are joined together.

Computer Implementation of Huffman's Algorithm

Consider again the data in Example 7.37. Suppose we want to implement the Huffman algorithm using the computer. First of all, we require an extra array \( WT \) to hold the weights of the nodes; i.e., our tree will be maintained by four parallel arrays, \( INFO, WT, LEFT \) and \( RIGHT \). Figure 7.65(a) shows how the given data may be stored in the computer initially. Observe that there is sufficient room for the additional nodes. Observe that NULL appears in the left and right pointers for the initial nodes, since these nodes will be terminal in the final tree.
Fig. 7.64  Building a Huffman Tree
During the execution of the algorithm, one must be able to keep track of all the different subtrees and one must also be able to find the subtrees with minimum weights. This may be accomplished by maintaining an auxiliary minheap, where each node contains the weight and the location of the root of a current subtree. The initial minheap appears in Fig. 7.65(b). (The minheap is used rather than a maxheap since we want the node with the lowest weight to be on the top of the heap.)

**Fig. 7.65 Implementation of Huffman’s Algorithm**

The first step in building the required Huffman tree $T$ involves the following substeps:

(i) Remove the node $N_1 = [2, 5]$ and the node $N_2 = [5, 2]$ from the heap. (Each time a node is deleted, one must reheap.)
(ii) Use the data in N₁ and N₂ and the first available space AVAIL = 9 to add a new node as follows:

\[ WT[9] = 2 + 5 = 7 \quad \text{LEFT}[9] = 5 \quad \text{RIGHT}[9] = 2 \]

Thus N₁ is the left child of the new node and N₂ is the right child of the new node.

(iii) Adjoin the weight and location of the new node, that is, [7, 9], to the heap.

The shaded area in Fig. 7.65(c) shows the new node, and Fig. 7.65(d) shows the new heap, which has one less element than the heap in Fig. 7.65(b).

Repeating the above step until the heap is empty, we obtain the required tree T in Fig. 7.65(c). We must set ROOT = 15, since this is the location of the last node added to the tree.

**Application to Coding**

Suppose a collection of \( n \) data items, \( A_1, A_2, \ldots, A_N \), are to be coded by means of strings of bits. One way to do this is to code each item by an \( r \)-bit string where

\[ 2^{r-1} < n \leq 2^r \]

For example, a 48-character set is frequently coded in memory by using 6-bit strings. One cannot use 5-bit strings, since \( 2^5 < 48 < 2^6 \).

Suppose the data items do not occur with the same probability. Then memory space may be conserved by using variable-length strings, where items which occur frequently are assigned shorter strings and items which occur infrequently are assigned longer strings. This section discusses a coding using variable-length strings that is based on the Huffman tree \( T \) for weighted data items.

Consider the extended binary tree \( T \) in Fig. 7.66 whose external nodes are the items U, V, W, X, Y and Z. Observe that each edge from an internal node to a left child is labeled by the bit 0 and each edge to a right child is labeled by the bit 1. The Huffman code assigns to each external node the sequence of bits from the root to the node. Thus the tree \( T \) in Fig. 7.66 determines the following code for the external nodes:

\[
\begin{align*}
U: & \quad 00 \\
V: & \quad 01 \\
W: & \quad 100 \\
X: & \quad 1010 \\
Y: & \quad 1011 \\
Z: & \quad 11
\end{align*}
\]

This code has the “prefix” property; i.e., the code of any item is not an initial substring of the code of any other item. This means there cannot be any ambiguity in decoding any message using a Huffman code.
Consider again the 8 data items A, B, C, D, E, F, G and H in Example 7.37. Suppose the weights represent the percentage probabilities that the items will occur. Then the tree T of minimum-weighted path length constructed in Fig. 7.64, appearing with the bit labels in Fig. 7.67, will yield an efficient coding of the data items. The reader can verify that the tree T yields the following code:

A: 00  B: 11011  C: 011  D: 111
E: 11010  F: 010  G: 10  H: 1100

![Diagram of tree T with bit labels]

Fig. 6.67

### 7.19 GENERAL TREES

A general tree (sometimes called a tree) is defined to be a nonempty finite set $T$ of elements, called nodes, such that:

1. $T$ contains a distinguished element $R$, called the root of $T$.
2. The remaining elements of $T$ form an ordered collection of zero or more disjoint trees $T_1, T_2, \ldots, T_m$.

The trees $T_1, T_2, \ldots, T_m$ are called subtrees of the root $R$, and the roots of $T_1, T_2, \ldots, T_m$ are called successors of $R$.

Terminology from family relationships, graph theory and horticulture is used for general trees in the same way as for binary trees. In particular, if $N$ is a node with successors $S_1, S_2, \ldots, S_m$, then $N$ is called the parent of the $S_i$'s, the $S_i$'s are called children of $N$, and the $S_i$'s are called siblings of each other.

The term "tree" comes up, with slightly different meanings, in many different areas of mathematics and computer science. Here we assume that our general tree $T$ is rooted, that is, that $T$ has a distinguished node $R$ called the root of $T$, and that $T$ is ordered, that is, that the children of each node $N$ of $T$ have a specific order. These two properties are not always required for the definition of a tree.
Example 7.38

Figure 7.68 pictures a general tree $T$ with 13 nodes,

$$A, B, C, D, E, F, G, H, J, K, L, M, N$$

![Diagram of tree](image)

Fig. 7.68

Unless otherwise stated, the root of a tree $T$ is the node at the top of the diagram, and the children of a node are ordered from left to right. Accordingly, $A$ is the root of $T$, and $A$ has three children; the first child $B$, the second child $C$ and the third child $D$. Observe that:

(a) The node $C$ has three children.
(b) Each of the nodes $B$ and $K$ has two children.
(c) Each of the nodes $D$ and $H$ has only one child.
(d) The nodes $E$, $F$, $G$, $L$, $J$, $M$ and $N$ have no children.

The last group of nodes, those with no children, are called terminal nodes.

A binary tree $T'$ is not a special case of a general tree $T$: binary trees and general trees are different objects. The two basic differences follow:

1. A binary tree $T'$ may be empty, but a general tree $T$ is nonempty.
2. Suppose a node $N$ has only one child. Then the child is distinguished as a left child or right child in a binary tree $T'$, but no such distinction exists in a general tree $T$.

The second difference is illustrated by the trees $T_1$ and $T_2$ in Fig. 7.69. Specifically, as binary trees, $T_1$ and $T_2$ are distinct trees, since $B$ is the left child of $A$ in the tree $T_1$ but $B$ is the right child of $A$ in the tree $T_2$. On the other hand, there is no difference between the trees $T_1$ and $T_2$ as general trees.

A forest $F$ is defined to be an ordered collection of zero or more distinct trees. Clearly, if we delete the root $R$ from a general tree $T$, then we obtain the forest $F$ consisting of the subtrees of $R$ (which may be empty). Conversely, if $F$ is a forest, then we may adjoin a node $R$ to $F$ to form a general tree $T$ where $R$ is the root of $T$ and the subtrees of $R$ consist of the original trees in $F$. 
Computer Representation of General Trees

Suppose \( T \) is a general tree. Unless otherwise stated or implied, \( T \) will be maintained in memory by means of a linked representation which uses three parallel arrays \( INFO, CHILD \) (or \( DOWN \)) and \( SIBL \) (or \( HORZ \)), and a pointer variable \( \text{ROOT} \) as follows. First of all, each node \( N \) of \( T \) will correspond to a location \( K \) such that:

1. \( \text{INFO}[K] \) contains the data at node \( N \).
2. \( \text{CHILD}[K] \) contains the location of the first child of \( N \). The condition \( \text{CHILD}[K] = \text{NULL} \) indicates that \( N \) has no children.
3. \( \text{SIBL}[K] \) contains the location of the next sibling of \( N \). The condition \( \text{SIBL}[K] = \text{NULL} \) indicates that \( N \) is the last child of its parent.

Furthermore, \( \text{ROOT} \) will contain the location of the root \( R \) of \( T \). Although this representation may seem artificial, it has the important advantage that each node \( N \) of \( T \), regardless of the number of children of \( N \), will contain exactly three fields.

The above representation may easily be extended to represent a forest \( F \) consisting of trees \( T_1, T_2, \ldots, T_m \) by assuming the roots of the trees are siblings. In such a case, \( \text{ROOT} \) will contain the location of the root \( R_1 \) of the first tree \( T_1 \), or when \( F \) is empty, \( \text{ROOT} \) will equal \( \text{NULL} \).

Example 7.39

Consider the general tree \( T \) in Fig. 7.68. Suppose the data of the nodes of \( T \) are stored in an array \( \text{INFO} \) as in Fig. 7.70(a). The structural relationships of \( T \) are obtained by assigning values to the pointer \( \text{ROOT} \) and the arrays \( \text{CHILD} \) and \( \text{SIBL} \) as follows:

(a) Since the root \( A \) of \( T \) is stored in \( \text{INFO}[2] \), set \( \text{ROOT} := 2 \).

(b) Since the first child of \( A \) is the node \( B \), which is stored in \( \text{INFO}[3] \), set \( \text{CHILD}[2] := 3 \). Since \( A \) has no sibling, set \( \text{SIBL}[2] := \text{NULL} \).

(c) Since the first child of \( B \) is the node \( E \), which is stored in \( \text{INFO}[15] \), set \( \text{CHILD}[3] := 15 \). Since node \( C \) is the next sibling of \( B \) and \( C \) is stored in \( \text{INFO}[4] \), set \( \text{SIBL}[3] := 4 \).
Correspondence between General Trees and Binary Trees

Suppose \( T \) is a general tree. Then we may assign a unique binary tree \( T' \) to \( T \) as follows. First of all, the nodes of the binary tree \( T' \) will be the same as the nodes of the general tree \( T \), and the root of \( T' \) will be the root of \( T \). Let \( N \) be an arbitrary node of the binary tree \( T' \). Then the left child of \( N \) in \( T' \) will be the first child of the node \( N \) in the general tree \( T \) and the right child of \( N \) in \( T' \) will be the next sibling of \( N \) in the general tree \( T \).

Example 7.40

Consider the general tree \( T \) in Fig. 7.68. The reader can verify that the binary tree \( T' \) in Fig. 7.71 corresponds to the general tree \( T \). Observe that by rotating counterclockwise the picture of \( T' \) in Fig. 7.71 until the edges pointing to right children are horizontal,
The computer representation of the general tree $T$ and the linked representation of the corresponding binary tree $T'$ are exactly the same except that the names of the arrays CHILD and SIBL for the general tree $T$ will correspond to the names of the arrays LEFT and RIGHT for the binary tree $T'$. The importance of this correspondence is that certain algorithms that applied to binary trees, such as the traversal algorithms, may now apply to general trees.

### Binary Trees

**7.1** Suppose $T$ is the binary tree stored in memory as in Fig. 7.72. Draw the diagram of $T$.

The tree $T$ is drawn from its root $R$ downward as follows:

(a) The root $R$ is obtained from the value of the pointer ROOT. Note that $\text{ROOT} = 5$. Hence $\text{INFO}[5] = 60$ is the root $R$ of $T$.

(b) The left child of $R$ is obtained from the left pointer field of $R$. Note that $\text{LEFT}[5] = 2$. Hence $\text{INFO}[2] = 30$ is the left child of $R$.

(c) The right child of $R$ is obtained from the right pointer field of $R$. Note that $\text{RIGHT}[5] = 6$. Hence $\text{INFO}[6] = 70$ is the right child of $R$.

We can now draw the top part of the tree as pictured in Fig. 7.73(a). Repeating the above process with each new node, we finally obtain the required tree $T$ in Fig. 7.73(b).
7.2 A binary tree $T$ has 9 nodes. The inorder and preorder traversals of $T$ yield the following sequences of nodes:

Inorder: \( E \ A \ C \ K \ F \ H \ D \ B \ G \)

Preorder: \( F \ A \ E \ K \ C \ D \ H \ G \ B \)

Draw the tree $T$. 
The tree T is drawn from its root downward as follows.

(a) The root of T is obtained by choosing the first node in its preorder. Thus F is the root of T.

(b) The left child of the node F is obtained as follows. First use the inorder of T to find the nodes in the left subtree T₁ of F. Thus T₁ consists of the nodes E, A, C and K. Then the left child of F is obtained by choosing the first node in the preorder of T₁ (which appears in the preorder of T). Thus A is the left son of F.

(c) Similarly, the right subtree T₂ of F consists of the nodes H, D, B and G, and D is the root of T₂, that is, D is the right child of F.

Repeating the above process with each new node, we finally obtain the required tree in Fig. 7.74.

![Fig. 7.74](image)

7.3 Consider the algebraic expression \( E = (2x + y)(5a - b)^3 \).

(a) Draw the tree T which corresponds to the expression E.

(b) Find the scope of the exponential operator; i.e., find the subtree rooted at the exponential operator.

(c) Find the prefix Polish expression P which is equivalent to E, and find the preorder of T.

(a) Use an arrow (↑) for exponentiation and an asterisk (*) for multiplication to obtain the tree shown in Fig. 7.75.

(b) The scope of ↑ is the tree shaded in Fig. 7.75. It corresponds to the subexpression \((5a - b)^3\).

(c) There is no difference between the prefix Polish expression P and the preorder of T. Scan the tree T from the left, as in Fig. 7.12, to obtain:

\[ * + * 2 x y ↑ - * 5 a b 3 \]

7.4 Suppose a binary tree T is in memory. Write a recursive procedure which finds the number NUM of nodes in T.

The number NUM of nodes in T is 1 more than the number NUML of nodes in the left subtree of T plus the number NUMR of nodes in the right subtree of T. Accordingly:

Procedure P7.4: COUNT(LEFT, RIGHT, ROOT, NUM)

This procedure finds the number NUM of nodes in a binary tree T in memory.
1. If \( \text{ROOT} = \text{NULL} \), then: Set \( \text{NUM} := 0 \), and Return.
2. Call \( \text{COUNT(LEFT, RIGHT, LEFT[ROOT], NUML)} \).
3. Call \( \text{COUNT(LEFT, RIGHT, RIGHT[ROOT], NUMR)} \).
4. Set \( \text{NUM} := \text{NUML} + \text{NUMR} + 1 \).
5. Return.

(Observe that the array \text{INFO} does not play any role in this procedure.)

7.5 Suppose a binary tree \( T \) is in memory. Write a recursive procedure which finds the depth \( \text{DEP} \) of \( T \).

The depth \( \text{DEP} \) of \( T \) is 1 more than the maximum of the depths of the left and right subtrees of \( T \). Accordingly:

**Procedure P7.5:** \( \text{DEPTH(LEFT, RIGHT, ROOT, DEP)} \)

This procedure finds the depth \( \text{DEP} \) of a binary tree \( T \) in memory.

1. If \( \text{ROOT} = \text{NULL} \), then: Set \( \text{DEP} := 0 \), and Return.
2. Call \( \text{DEPTH(LEFT, RIGHT, LEFT[ROOT], DEPL)} \).
3. Call \( \text{DEPTH(LEFT, RIGHT, RIGHT[ROOT], DEPR)} \).
4. If \( \text{DEPL} \geq \text{DEPR} \), then:
   - Set \( \text{DEP} := \text{DEPL} + 1 \).
   Else:
   - Set \( \text{DEP} := \text{DEPR} + 1 \).
   [End of If structure.]
5. Return.

(Observe that the array \text{INFO} does not play any role in this procedure.)

7.6 Draw all the possible nonsimilar trees \( T \) where:

(a) \( T \) is a binary tree with 3 nodes.
(b) \( T \) is a 2-tree with 4 external nodes.

(a) There are five such trees, which are pictured in Fig. 7.76(a).
(b) Each 2-tree with 4 external nodes is determined by a binary tree with 3 nodes, i.e., by a tree in part (a). Thus there are five such trees, which are pictured in Fig. 7.76(b).
Binary Search Trees; Heaps

7.7 Consider the binary search tree $T$ in Fig. 7.73(b), which is stored in memory as in Fig. 7.72. Suppose $ITEM = 33$ is added to the tree $T$. (a) Find the new tree $T$. (b) Which changes occur in Fig. 7.72?

(a) Compare $ITEM = 33$ with the root, 60. Since $33 < 60$, move to the left child, 30. Since $33 > 30$, move to the right child, 55. Since $33 < 55$, move to the left child, 35. Now $33 < 35$, but 35 has no left child. Hence add $ITEM = 33$ as a left child of the node 35 to give the tree in Fig. 7.77. The shaded edges indicate the path down through the tree during the insertion algorithm.

(b) First, $ITEM = 33$ is assigned to the first available node. Since $AVAIL = 9$, set $INFO[9] := 33$ and set $LEFT[9] := 0$ and $RIGHT[9] := 0$. Also, set $AVAIL := 10$, the next available node. Finally, set $LEFT[11] := 9$ so that $ITEM = 33$ is the left child of $INFO[11] = 35$. Figure 7.78 shows the updated tree $T$ in memory. The shading indicates the changes from the original picture.
7.8 Suppose the following list of letters is inserted in order into an empty binary search tree:

\[ J, R, D, G, T, E, M, H, P, A, F, Q \]

(a) Find the final tree T and (b) find the inorder traversal of T.

(a) Insert the nodes one after the other to obtain the tree in Fig. 7.79.
(b) The inorder traversal of T follows:

\[ A, D, E, F, G, H, J, M, P, Q, R, T \]

Observe that this is the alphabetical listing of the letters.

7.9 Consider the binary search tree T in Fig. 7.79. Describe the tree after (a) the node M is deleted and (b) the node D is also deleted.

(a) The node M has only one child, P. Hence delete M and let P become the left child of R in place of M.
(b) The node D has two children. Find the inorder successor of D, which is the node E. First delete E from the tree, and then replace D by the node E.

Figure 7.80 shows the updated tree.

7.10 Suppose \( n \) data items \( A_1, A_2, \ldots, A_N \) are already sorted, i.e.,

\[ A_1 < A_2 < \ldots < A_N \]
(a) Assuming the items are inserted in order into an empty binary search tree, describe the final tree T.

(b) What is the depth D of the tree T?

(c) Compare D with the average depth AD of a binary search tree with n nodes for (i) n = 50, (ii) n = 100 and (iii) n = 500.

(a) The tree will consist of one branch which extends to the right, as pictured in Fig. 7.81.

(b) Since T has a branch with all n nodes, D = n.

(c) It is known that AD = c \log_2 n, where c = 1.4. Hence D(50) = 50, AD(50) = 9; D(100) = 100, AD(100) = 10; D(500) = 500, AD(500) = 12.

7.11 Consider the minheap H in Fig. 7.82(a). (H is a minheap, since the smaller elements are on top of the heap, rather than the larger elements.) Describe the heap after ITEM = 11 is inserted into H.

First insert ITEM as the next node in the complete tree, that is, as the left child of node 44. Then repeatedly compare ITEM with its parent. Since 11 < 44, interchange 11 and 44.
Since $11 < 22$, interchange 11 and 22. Since $11 > 8$, ITEM = 11 has found its appropriate place in the heap. Figure 7.82(b) shows the updated heap H. The shaded edges indicate the path of ITEM up the tree.

7.12 Consider the complete tree $T$ with $N = 6$ nodes in Fig. 7.83. Suppose we form a heap out of $T$ by applying

\[
\text{Call INSHEAP}(A, J, A[J + 1])
\]

for $J = 1, 2, \ldots, N - 1$. (Here $T$ is stored sequentially in the array $A$.) Describe the different steps.

Figure 7.83 shows the different steps. We explain each step separately.
The tree is now a heap. The dotted edges indicate that an exchange has taken place. The unshaded area indicates that part of the tree which forms a heap. Observe that the heap is created from the top down (although individual elements move up the tree).

**AVL Search Trees, m-Way Search Trees, B Trees**

7.13 Find which of the following is a (i) Binary search tree (ii) AVL search tree (iii) Skewed binary search tree (iv) Binary tree (neither of (i), (ii) and (iii))

(a) Skewed binary search tree  
(b) Binary tree  
(c) AVL search tree  
(d) Binary search tree

7.14 Insert the following keys in the order shown to construct an AVL search tree.

A, B, C, D, E
Delete the last two keys in the order of Last in First out.

Insert A, B

Insert C

Insert D, E

Delete E

Delete D

Fig. 7.86

7.15 In the following 4-way search tree trace the tree after deletion of (i) U and (ii) M.
The 4-way search tree after deletion of U and M is as follows:

Delete U:

Delete M:

Fig. 7.87

7.16 Construct a 3-way search tree for the list of keys in the order shown below. What are your observations?

List A: 10, 15, 20, 25, 30, 35, 40, 45.
List B: 20, 35, 40, 10, 15, 25, 30, 45.

The corresponding trees are shown in Fig. 7.88.
The observation is that for the same set of keys, various m-way search trees of varying heights can be constructed. The height of an m-way search tree varies from a low of \( \log_m(n + 1) \) to a high of \( n \). For minimum number of accesses related to the efficient retrieval of
3-way search tree for List A:

```
      10 15
     /  \
   20 25
   / \ / \ \
30 35 40 45
```

3-way search tree for List B:

```
      20 35
     /    \
10 15 40 45
```

**Fig. 7.88**

keys, it is essential that the height of an m-way search tree is close to \( \log_m(n + 1) \). In the problem, while the 3-way search tree corresponding to List B is of balanced height with a value equal to \( \log_m(n + 1) \), the same corresponding to List A shows an imbalance in height.

**7.17** Construct a B-tree of order 3 (2–3 tree) by inserting the following keys in the order shown into an empty B-tree:

```
M Q A N P W X T G E J
```

The 2–3 tree constructed is shown in Fig. 7.89.

**7.18** In the B-tree of order 3 given in Fig. 7.90(a) delete 75, 60.

**Miscellaneous Problems**

**7.19** Consider the binary tree \( T \) in Fig. 7.1. (a) Find the one-way preorder threading of \( T \). (b) Find the two-way preorder threading of \( T \).

(a) Replace the right null subtree of a terminal node \( N \) by a thread pointing to the successor of \( N \) in the preorder traversal of \( T \). Thus there is a thread from \( D \) to \( E \), since \( E \) is visited after \( D \) in the preorder traversal of \( T \). Similarly, there is a thread from \( F \) to \( C \), from \( G \) to \( H \) and from \( L \) to \( K \). The threaded tree appears in Fig. 7.91. The terminal node \( K \) has no thread, since it is the last node in the preorder traversal of \( T \). (On the other hand, if \( T \) had a header node \( Z \), then there would be a thread from \( K \) back to \( Z \).)
Insert M, Q, A

Insert N, P

Insert W, X

Insert T

Insert G, E, J

Fig. 7.89
(b) There is no two-way preorder threading of $T$ that is analogous to the two-way inorder threading of $T$.

7.20 Consider the weighted 2-tree $T$ in Fig. 7.92. Find the weighted path length $P$ of the tree $T$.

Multiply each weight $W_i$ by the length $L_i$ of the path from the root of $T$ to the node containing the weight, and then sum all such products to obtain $P$. Thus:

$$P = 4 \cdot 2 + 15 \cdot 4 + 25 \cdot 4 + 5 \cdot 3 + 8 \cdot 2 + 16 \cdot 2 = 8 + 60 + 100 + 15 + 16 + 32 = 231$$

7.21 Suppose the six weights 4, 15, 25, 5, 8, 16 are given. Find a 2-tree $T$ with the given weights and a minimum weighted path length $P$. (Compare $T$ with the tree in Fig. 7.92.)

Use the Huffman algorithm. That is, repeatedly combine the two subtrees with minimum weights into a single subtree as follows:
(a) 4, 15, 25, 5, 8, 16
(b) 15, 25, 9, 8, 16
(c) 15, 25, 17, 16
(d) 25, 17, 31
(e) 42, 31
(f) 73
(The circled number indicates the root of the new subtree in the step.) The tree $T$ is drawn from Step (f) backward, yielding Fig. 7.93. With the tree $T$, compute

$$P = 25 \cdot 2 + 4 \cdot 4 + 5 \cdot 4 + 8 \cdot 3 + 15 \cdot 2 + 16 \cdot 2 = 50 + 16 + 20 + 24 + 30 + 32 = 172$$

(The tree in Fig. 7.92 has weighted path length 231.)

7.22 Consider the general tree $T$ in Fig. 7.94(a). Find the corresponding binary tree $T'$. The nodes of $T'$ will be the same as the nodes of the general tree $T$, and in particular, the root of $T'$ will be the same as the root of $T$. Furthermore, if $N$ is a node in the binary tree $T'$,
then its left child is the first child of N in T and its right child is the next sibling of N in T. Constructing T' from the root down, we obtain the tree in Fig. 7.94(b).

7.23 Suppose T is a general tree with root R and subtrees $T_1$, $T_2$, ..., $T_M$. The preorder traversal and the postorder traversal of T are defined as follows:

**Preorder:**
(1) Process the root R.
(2) Traverse the subtrees $T_1$, $T_2$, ..., $T_M$ in preorder.
**Preorder:** (1) Traverse the subtrees \( T_1, T_2, \ldots, T_M \) in *postorder.*

   (2) Process the root \( R \).

Let \( T \) be the general tree in Fig. 7.94(a). (a) Traverse \( T \) in preorder. (b) Traverse \( T \) in postorder.

Note that \( T \) has the root \( A \) and subtrees \( T_1, T_2 \) and \( T_3 \) such that:

- \( T_1 \) consists of nodes \( B, C, D \) and \( E \).
- \( T_2 \) consists of nodes \( F, G \) and \( H \).
- \( T_3 \) consists of nodes \( J, K, L, M, N, P \) and \( Q \).

(a) The preorder traversal of \( T \) consists of the following steps:

   (i) Process root \( A \).

   (ii) Traverse \( T_1 \) in preorder: Process nodes \( B, C, D, E \).

   (iii) Traverse \( T_2 \) in preorder: Process nodes \( F, G, H \).

   (iv) Traverse \( T_3 \) in preorder: Process nodes \( J, K, L, M, P, Q, N \).

That is, the preorder traversal of \( T \) is as follows:

\[
A, B, C, D, E, F, G, H, J, K, L, M, P, Q, N
\]

(b) The postorder traversal of \( T \) consists of the following steps:

   (i) Traverse \( T_1 \) in postorder: Process nodes \( C, D, E, B \).

   (ii) Traverse \( T_2 \) in postorder: Process nodes \( G, H, F \).

   (iii) Traverse \( T_3 \) in postorder: Process nodes \( K, L, P, Q, M, N, J \).

   (iv) Process root \( A \).

In other words, the postorder traversal of \( T \) is as follows:

\[
C, D, E, B, G, H, F, K, L, P, Q, M, N, J, A
\]

**7.24 Consider the binary tree \( T' \) in Fig. 7.94(b).** Find the preorder, inorder and postorder traversals of \( T' \). Compare them with the preorder and postorder traversals obtained in **Solved Problem 7.23 of the general tree \( T \) in Fig. 7.94(a).**

Using the binary tree traversal algorithms in Sec. 7.4, we obtain the following traversals of \( T' \):

- **Preorder:** \( A, B, C, D, E, F, G, H, J, K, L, M, P, Q, N \)
- **Inorder:** \( C, D, E, B, G, H, F, K, L, P, Q, M, N, J, A \)
- **Postorder:** \( E, D, C, H, G, Q, P, N, M, L, K, J, F, B, A \)

Observe that the preorder of the binary tree \( T' \) is identical to the preorder of the general \( T \), and that the inorder traversal of the binary tree \( T' \) is identical to the postorder traversal of the general tree \( T \). There is no natural traversal of the general tree \( T \) which corresponds to the postorder traversal of its corresponding binary tree \( T' \).
Binary Trees

7.1 Consider the tree T in Fig. 7.95(a).

(a) Fill in the values for ROOT, LEFT and RIGHT in Fig. 7.95(b) so that T will be stored in memory.
(b) Find (i) the depth D of T, (ii) the number of null subtrees and (iii) the descendants of node B.

Fig. 7.95

7.2 List the nodes of the tree T in Fig. 7.95(a) in (a) preorder, (b) inorder and (c) postorder.

7.3 Draw the diagram of the tree T in Fig. 7.96.

7.4 Suppose the following sequences list the nodes of a binary tree T in preorder and inorder, respectively:


Draw the diagram of the tree.

7.5 Suppose a binary tree T is in memory and an ITEM of information is given.

(a) Write a procedure which finds the location LOC of ITEM in T (assuming the elements of T are distinct).
(b) Write a procedure which finds the location LOC of ITEM and the location PAR of the parent of ITEM in T.
(c) Write a procedure which finds the number NUM of times ITEM appears in T (assuming the elements of T are not necessarily distinct).

*Remark:* T is not necessarily a binary search tree.

7.6 Suppose a binary tree T is in memory. Write a nonrecursive procedure for each of the following:

(a) Finding the number of nodes in T.
(b) Finding the depth D of T.
(c) Finding the number of terminal nodes in T.

7.7 Suppose a binary tree T is in memory. Write a procedure which deletes all the terminal nodes in T.

7.8 Suppose ROOTA points to a binary tree T₁ in memory. Write a procedure which makes a copy T₂ of the tree T₁ using ROOTB as a pointer.
Binary Search Trees

7.9 Suppose the following eight numbers are inserted in order into an empty binary search tree \( T \):

\[
50, \ 33, \ 44, \ 22, \ 77, \ 35, \ 60, \ 40
\]

Draw the tree \( T \).

7.10 Consider the binary search tree \( T \) in Fig. 7.97. Draw the tree \( T \) if each of the following operations is applied to the original tree \( T \). (That is, the operations are applied independently, not successively.)

(a) Node 20 is added to \( T \).
(b) Node 15 is added to \( T \).
(c) Node 88 is added to \( T \).
(d) Node 22 is deleted from \( T \).
(e) Node 25 is deleted from \( T \).
(f) Node 75 is deleted from \( T \).

7.11 Consider the binary search tree \( T \) in Fig. 7.97. Draw the final tree \( T \) if the six operations in Problem 7.10 are applied one after the other (not independently) to \( T \).

![Binary Tree Diagram]

**Fig. 7.97**

7.12 Draw the binary search tree \( T \) in Fig. 7.98.

7.13 Consider the binary search tree \( T \) in Fig. 7.98. Describe the changes in INFO, LEFT, RIGHT, ROOT and AVAIL if each of the following operations is applied independently (not successively) to \( T \).

(a) Davis is added to \( T \).
(b) Harris is added to \( T \).
(c) Smith is added to \( T \).
(d) Parker is deleted from \( T \).
(e) Fox is deleted from \( T \).
(f) Murphy is deleted from \( T \).

7.14 Consider the binary search tree \( T \) in Fig. 7.98. Describe the final changes in INFO, LEFT, RIGHT, ROOT and AVAIL if the six operations in Problem 7.13 are applied one after the other (not independently) to \( T \).

AVL Search Trees, \( m \)-way Search Trees, B Trees

7.15 Outline an \( L0 \) rotation for the generic AVL search tree shown in Fig. 7.99 when the element \( X \) shown is deleted.
7.16 Make use of Supplementary Problem 7.15 to delete element B from the AVL search tree given in Fig. 7.100.
7.17 Insert the following keys in the order shown below into an initially empty $m$-way search tree of order (i) 5 (ii) 4 (iii) 3

G S F L Q X Z V R A I J W

7.18 Define preorder traversal of an $m$-way search tree to be as follows:
Visit all the keys in the root node first followed by visiting all nodes in the subtrees beginning from left to right recursively in preorder.
List the keys in the preorder for the 4-way search tree constructed in Supplementary Problem 7.17.

7.19 A post order traversal of a B-tree of order $m$ may be defined as below:
Recursively traverse all the subtrees of the root of the B-tree from the left to the right and traverse all keys in the root node.
Execute post order traversal for the B-tree of order 3 constructed in Solved Problem 7.17.

7.20 Are B-trees of order 2 full binary trees? If so, how?

7.21 Consider the binary tree $T$ in Fig. 7.95(a).
(a) Draw the one-way inorder threading of $T$.
(b) Draw the one-way preorder threading of $T$.
(c) Draw the two-way inorder threading of $T$.
In each case, show how the threaded tree will appear in memory using the data in Fig. 7.95(b).

7.22 Consider the complete tree $T$ with $N = 10$ nodes in Fig. 7.101. Suppose a maxheap is formed out of $T$ by applying

Call INSHEAP(A, J, A[J + 1])

for $J = 1, 2, \ldots, N - 1$. (Assume $T$ is stored sequentially in the array A.) Find the final maxheap.

7.23 Repeat Supplementary Problem 7.22 for the tree $T$ in Fig. 7.101, except now form a minheap out of $T$ instead of a maxheap.

Fig. 7.101
7.24 Draw the 2-tree corresponding to each of the following algebraic expressions:
   (a) $E_1 = (a - 3b)(2x - y)^3$
   (b) $E_2 = (2a + 5b)^3(x - 7y)^4$

7.25 Consider the 2-tree in Fig. 7.102. Find the Huffman coding for the seven letters determined by the tree T.

![Fig. 7.102](image)

7.26 Suppose the 7 data items A, B, ..., G are assigned the following weights:
   \[(A, 13), \ (B, 2), \ (C, 19), \ (D, 23), \ (E, 29), \ (F, 5), \ (G, 9)\]
   Find the weighted path length $P$ of the tree in Fig. 7.102.

7.27 Using the data in Problem 7.6, find a 2-tree with a minimum weighted path length $P$. What is the Huffman coding for the 7 letters using this new tree?

7.28 Consider the forest $F$ in Fig.7.103, which consists of three trees with roots A, B and C, respectively.

![Fig. 7.103 Forest F](image)

(a) Find the binary tree $F'$ corresponding to the forest $F$.
(b) Fill in values for ROOT, CHILD and SIB in Fig. 7.104 so that $F$ will be stored in memory.

7.29 Suppose $T$ is a complete tree with $n$ nodes and depth $D$. Prove (a) $2^{D-1} - 1 < n \leq 2^D - 1$ and (b) $D = \log_2 n$. 
7.30 Suppose $T$ is an extended binary tree. Prove:

(a) $N_E = N_I + 1$, where $N_E$ is the number of external nodes and $N_I$ is the number of internal nodes.

(b) $L_E = L_I + 2n$, where $L_E$ is the external path length, $L_I$ is the internal path length and $n$ is the number of internal nodes.

Programming Problems 7.1 to 7.3 refer to the tree $T$ in Fig. 7.1, which is stored in memory as in Fig. 7.105.

7.1 Write a program which prints the nodes of $T$ in (a) preorder, (b) inorder and (c) postorder.

7.2 Write a program which prints the terminal nodes of $T$ in (a) preorder (b) inorder and (c) postorder.
(Note: All three lists should be the same.)

7.3 Write a program which makes a copy $T'$ of $T$ using ROOTB as a pointer. Test the program by printing the nodes of $T'$ in preorder and inorder and comparing the lists with those obtained in Programming Problem 7.1.
7.4 Translate heapsort into a subprogram HEAPSORT(A, N) which sorts the array A with N elements. Test the program using

(a) 44, 33, 11, 55, 77, 90, 40, 60, 99, 22, 88, 66

Programming Problems 7.5 to 7.11 refer to the list of employee records which are stored either as in Fig. 7.8 or as in Fig. 7.106. Each is a binary search tree with respect to the NAME key, but Fig. 7.106 uses a header node, which also acts as a sentinel. (Compare these problems with Programming Problems 5.7 to 5.12 in Chapter 5.)
7.5 Write a program which prints the list of employee records in alphabetical order. (Hint: Print the records in inorder.)

7.6 Write a program which reads the name NNN of an employee and prints the employee’s record. Test the program using (a) Evans, (b) Smith and (c) Lewis.

7.7 Write a program which reads the social security number SSS of an employee and prints the employee’s record. Test the program using (a) 165-64-3351, (b) 135-46-6262 and (c) 177-44-5555.

7.8 Write a program which reads an integer K and prints the name of each male employee when K = 1 or of each female employee when K = 2. Test the program using (a) K = 2, (b) K = 5 and (c) K = 1.

7.9 Write a program which reads the name NNN of an employee and deletes the employee’s record from the structure. Test the program using (a) Davis, (b) Jones and (c) Rubin.

7.10 Write a program which reads the record of a new employee and inserts the record into the file. Test the program using:

(a) Fletcher; 168-52-3388; Female; 21 000
(b) Nelson; 175-32-2468; Male; 19 000
7.11 Implement a function DELETE_AVL which will delete a given element ITEM from the AVL search tree T. Follow the procedure discussed in the text.

7.12 Implement a function CHECK_BF which will obtain the balance factors of all the nodes of an AVL search tree. Make use of this function to redesign the insert procedure of a binary search tree so as to make it function as an AVL search tree.

7.13 Design a linked data structure to represent the node of an m-way search tree. Write functions SEARCH_MWAY, INSERT_MWAY and DELETE_MWAY to perform search, insert and delete operations on an m-way search tree.

7.14 Write a function which will traverse the B-tree of order m in inorder following a procedure similar to the postorder traversal technique discussed in Supplementary Problem 7.19.

7.15 Write functions SEARCHB, INSERTB, DELETEB to search, insert and delete keys respectively, into a B-tree of order m. Implement a menu driven program to perform these operations on a B-tree.
Chapter Eight

Graphs and Their Applications

8.1 INTRODUCTION

This chapter investigates another nonlinear data structure: the graph. As we have done with other data structures, we discuss the representation of graphs in memory and present various operations and algorithms on them. In particular, we discuss the breadth-first search and the depth-first search of our graphs. Certain applications of graphs, including topological sorting, are also covered.

8.2 GRAPH THEORY TERMINOLOGY

This section summarizes some of the main terminology associated with the theory of graphs. Unfortunately, there is no standard terminology in graph theory. The reader is warned, therefore, that our definitions may be slightly different from the definitions used by other texts on data structures and graph theory.

Graphs and Multigraphs

A graph $G$ consists of two things:

1. A set $V$ of elements called nodes (or points or vertices)
2. A set $E$ of edges such that each edge $e$ in $E$ is identified with a unique (unordered) pair $[u, v]$ of nodes in $V$, denoted by $e = [u, v]$
Sometimes we indicate the parts of a graph by writing $G = (V, E)$.

Suppose $e = [u, v]$. Then the nodes $u$ and $v$ are called the endpoints of $e$, and $u$ and $v$ are said to be adjacent nodes or neighbors. The degree of a node $u$, written $\text{deg}(u)$, is the number of edges containing $u$. If $\text{deg}(u) = 0$—that is, if $u$ does not belong to any edge—then $u$ is called an isolated node.

A path $P$ of length $n$ from a node $u$ to a node $v$ is defined as a sequence of $n + 1$ nodes.

$$P = (v_0, v_1, v_2, \ldots, v_n)$$

such that $u = v_0$, $v_{i-1}$ is adjacent to $v_i$ for $i = 1, 2, \ldots, n$; and $v_n = v$. The path $P$ is said to be closed if $v_0 = v_n$. The path $P$ is said to be simple if all the nodes are distinct, with the exception that $v_0$ may equal $v_n$; that is, $P$ is simple if the nodes $v_0, v_1, \ldots, v_{n-1}$ are distinct and the nodes $v_1, v_2, \ldots, v_n$ are distinct. A cycle is a closed simple path with length 3 or more. A cycle of length $k$ is called a $k$-cycle.

A graph $G$ is said to be connected if there is a path between any two of its nodes. We will show (in Solved Problem 8.18) that if there is a path $P$ from a node $u$ to a node $v$, then, by eliminating unnecessary edges, one can obtain a simple path $Q$ from $u$ to $v$; accordingly, we can state the following proposition.

**Proposition 8.1**

A graph $G$ is connected if and only if there is a simple path between any two nodes in $G$.

A graph $G$ is said to be complete if every node $u$ in $G$ is adjacent to every other node $v$ in $G$. Clearly such a graph is connected. A complete graph with $n$ nodes will have $n(n - 1)/2$ edges.

A connected graph $T$ without any cycles is called a tree graph or free tree or, simply, a tree. This means, in particular, that there is a unique simple path $P$ between any two nodes $u$ and $v$ in $T$ (Solved Problem 8.18). Furthermore, if $T$ is a finite tree with $m$ nodes, then $T$ will have $m - 1$ edges (Problem 8.20).

A graph $G$ is said to be labeled if its edges are assigned data. In particular, $G$ is said to be weighted if each edge $e$ in $G$ is assigned a nonnegative numerical value $w(e)$ called the weight or length of $e$. In such a case, each path $P$ in $G$ is assigned a weight or length which is the sum of the weights of the edges along the path $P$. If we are given no other information about weights, we may assume any graph $G$ to be weighted by assigning the weight $w(e) = 1$ to each edge $e$ in $G$.

The definition of a graph may be generalized by permitting the following:

1. **Multiple edges.** Distinct edges $e$ and $e'$ are called multiple edges if they connect the same endpoints, that is, if $e = [u, v]$ and $e' = [u, v]$.

2. **Loops.** An edge $e$ is called a loop if it has identical endpoints, that is, if $e = [u, u]$.

Such a generalization $M$ is called a multigraph. In other words, the definition of a graph usually does not allow either multiple edges or loops.

A multigraph $M$ is said to be finite if it has a finite number of nodes and a finite number of edges. Observe that a graph $G$ with a finite number of nodes must automatically have a finite number of edges and so must be finite; but this is not necessarily true for a multigraph $M$, since $M$ may have multiple edges. Unless otherwise specified, graphs and multigraphs in this text shall be finite.
### Example 8.1

(a) Figure 8.1(a) is a picture of a connected graph with 5 nodes—$A$, $B$, $C$, $D$, and $E$—and 7 edges:

$[A, B], \ [B, C], \ [C, D], \ [D, E], \ [A, E], \ [C, E] \ [A, C]$

There are two simple paths of length 2 from $B$ to $E$: $(B, A, E)$ and $(B, C, E)$. There is only one simple path of length 2 from $B$ to $D$: $(B, C, D)$. We note that $(B, A, D)$ is not a path, since $[A, D]$ is not an edge. There are two 4-cycles in the graph:

$[A, B, C, E, A]$ and $[A, C, D, E, A]$.

Note that $\operatorname{deg}(A) = 3$, since $A$ belongs to 3 edges. Similarly, $\operatorname{deg}(C) = 4$ and $\operatorname{deg}(D) = 2$.

(b) Figure 8.1(b) is not a graph but a multigraph. The reason is that it has multiple edges—$e_4 = [B, C]$ and $e_5 = [B, C]$—and it has a loop, $e_6 = [D, D]$. The definition of a graph usually does not allow either multiple edges or loops.

(c) Figure 8.1(c) is a tree graph with $m = 6$ nodes and, consequently, $m - 1 = 5$ edges. The reader can verify that there is a unique simple path between any two nodes of the tree graph.

![Graph](image)

![Multigraph](image)

![Tree](image)

![Weighted graph](image)

**Fig. 8.1**

(d) Figure 8.1(d) is the same graph as in Fig. 8.1(a), except that now the graph is weighted. Observe that $P_1 = (B, C, D)$ and $P_2 = (B, A, E, D)$ are both paths from node $B$ to node $D$. Although $P_2$ contains more edges than $P_1$, the weight $w(P_2) = 9$ is less than the weight $w(P_1) = 10$.

### Directed Graphs

A directed graph $G$, also called a digraph or graph, is the same as a multigraph except that each
edge $e$ in $G$ is assigned a direction, or in other words, each edge $e$ is identified with an ordered pair $(u, v)$ of nodes in $G$ rather than an unordered pair $[u, v]$. Suppose $G$ is a directed graph with a directed edge $e = (u, v)$. Then $e$ is also called an arc. Moreover, the following terminology is used:

1. $e$ begins at $u$ and ends at $v$.
2. $u$ is the origin or initial point of $e$, and $v$ is the destination or terminal point of $e$.
3. $u$ is a predecessor of $v$, and $v$ is a successor or neighbor of $u$.
4. $u$ is adjacent to $v$, and $v$ is adjacent to $u$.

The outdegree of a node $u$ in $G$, written $\text{outdeg}(u)$, is the number of edges beginning at $u$. Similarly, the indegree of $u$, written $\text{indeg}(u)$, is the number of edges ending at $u$. A node $u$ is called a source if it has a positive outdegree but zero indegree. Similarly, $u$ is called a sink if it has a zero outdegree but a positive indegree.

The notions of path, simple path and cycle carry over from undirected graphs to directed graphs except that now the direction of each edge in a path (cycle) must agree with the direction of the path (cycle). A node $v$ is said to be reachable from a node $u$ if there is a (directed) path from $u$ to $v$. A directed graph $G$ is said to be connected, or strongly connected, if for each pair $u, v$ of nodes in $G$ there is a path from $u$ to $v$ and there is also a path from $v$ to $u$. On the other hand, $G$ is said to be unilaterally connected if for any pair $u, v$ of nodes in $G$ there is a path from $u$ to $v$ or a path from $v$ to $u$.

Example 8.2

Figure 8.2 shows a directed graph $G$ with 4 nodes and 7 (directed) edges. The edges $e_2$ and $e_3$ are said to be parallel, since each begins at $B$ and ends at $A$. The edge $e_7$ is a loop, since it begins and ends at the same point, $B$. The sequence $P_1 = (D, C, B, A)$ is not a path, since $(C, B)$ is not an edge—that is, the direction of the edge $e_5 = (B, C)$ does not agree with the direction of the path $P_1$. On the other hand, $P_2 = (D, B, A)$ is a path from $D$ to $A$, since $(D, B)$ and $(B, A)$ are edges. Thus $A$ is reachable from $D$. There is no path from $C$ to any other node, so $G$ is not strongly connected.

However, $G$ is unilaterally connected. Note that $\text{indeg}(D) = 1$ and $\text{outdeg}(D) = 2$. Node $C$ is a sink, since $\text{indeg}(C) = 2$ but $\text{outdeg}(C) = 0$. No node in $G$ is a source.

![Fig. 8.2](image-url)
Let \( T \) be any nonempty tree graph. Suppose we choose any node \( R \) in \( T \). Then \( T \) with this designated node \( R \) is called a **rooted tree** and \( R \) is called its **root**. Recall that there is a unique simple path from the root \( R \) to any other node in \( T \). This defines a direction to the edges in \( T \), so the rooted tree \( T \) may be viewed as a directed graph. Furthermore, suppose we also order the successors of each node \( v \) in \( T \). Then \( T \) is called an **ordered rooted tree**. Ordered rooted trees are nothing more than the general trees discussed in Chapter 7.

A directed graph \( G \) is said to be **simple** if \( G \) has no parallel edges. A simple graph \( G \) may have loops, but it cannot have more than one loop at a given node. A nondirected graph \( G \) may be viewed as a simple directed graph by assuming that each edge \([u, v]\) in \( G \) represents two directed edges, \((u, v)\) and \((v, u)\). (Observe that we use the notation \([u, v]\) to denote an unordered pair and the notation \((u, v)\) to denote an ordered pair.)

**Warning:** The main subject matter of this chapter is simple directed graphs. Accordingly, unless otherwise stated or implied, the term “graph” shall mean simple directed graph, and the term “edge” shall mean directed edge.

### 8.3 SEQUENTIAL REPRESENTATION OF GRAPHS; ADJACENCY MATRIX; PATH MATRIX

There are two standard ways of maintaining a graph \( G \) in the memory of a computer. One way, called the **sequential representation** of \( G \), is by means of its adjacency matrix \( A \). The other way, called the **linked representation** of \( G \), is by means of linked lists of neighbors. This section covers the first representation, and shows how the adjacency matrix \( A \) of \( G \) can be used to easily answer certain questions of connectivity in \( G \). The linked representation of \( G \) will be covered in Sec. 8.5.

Regardless of the way one maintains a graph \( G \) in the memory of the computer, the graph \( G \) is normally input into the computer by using its formal definition: a collection of nodes and a collection of edges.

**Adjacency Matrix**

Suppose \( G \) is a simple directed graph with \( m \) nodes, and suppose the nodes of \( G \) have been ordered and are called \( v_1, v_2, \ldots, v_m \). Then the **adjacency matrix** \( A = (a_{ij}) \) of the graph \( G \) is the \( m \times m \) matrix defined as follows:

\[
\begin{align*}
a_{ij} = \begin{cases} 
1 & \text{if } v_i \text{ is adjacent to } v_j, \text{ that is, if there is an edge } (v_i, v_j) \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]

Such a matrix \( A \), which contains entries of only 0 and 1, is called a **bit matrix** or a **Boolean matrix**.

The adjacency matrix \( A \) of the graph \( G \) does depend on the ordering of the nodes of \( G \); that is, a different ordering of the nodes may result in a different adjacency matrix. However, the matrices resulting from two different orderings are closely related in that one can be obtained from the other by simply interchanging rows and columns. Unless otherwise stated, we will assume that the nodes of our graph \( G \) have a fixed ordering.
Suppose $G$ is an undirected graph. Then the adjacency matrix $A$ of $G$ will be a symmetric matrix, i.e., one in which $a_{ij} = a_{ji}$ for every $i$ and $j$. This follows from the fact that each undirected edge $[u, v]$ corresponds to the two directed edges $(u, v)$ and $(v, u)$.

The above matrix representation of a graph may be extended to multigraphs. Specifically, if $G$ is a multigraph, then the adjacency matrix of $G$ is the $m \times m$ matrix $A = (a_{ij})$ defined by setting $a_{ij}$ equal to the number of edges from $v_i$ to $v_j$.

**Example 8.3**

Consider the graph $G$ in Fig. 8.3. Suppose the nodes are stored in memory in a linear array DATA as follows:

DATA: X, Y, Z, W

Then we assume that the ordering of the nodes in $G$ is as follows: $v_1 = X$, $v_2 = Y$, $v_3 = Z$ and $v_4 = W$. The adjacency matrix $A$ of $G$ is as follows:

$$A = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}$$

Note that the number of 1's in $A$ is equal to the number of edges in $G$.

![Fig. 8.3](image)

Consider the powers $A, A^2, A^3, \ldots$ of the adjacency matrix $A$ of a graph $G$. Let

$$a_{ij}^k = a_{ij}^{k-1}$$

be the $ij$ entry in the matrix $A^k$.

Observe that $a_{ij}(i, j) = a_{ij}$ gives the number of paths of length 1 from node $v_i$ to node $v_j$. One can show that $a_{ij}(i, j)$ gives the number of paths of length 2 from $v_i$ to $v_j$. In fact, we prove in Miscellaneous Problem 8.3 the following general result.

**Proposition 8.2**

Let $A$ be the adjacency matrix of a graph $G$. Then $a_{ij}^k(i, j)$, the $ij$ entry in the matrix $A^k$, gives the number of paths of length $K$ from $v_i$ to $v_j$.

Consider again the graph $G$ in Fig. 8.3, whose adjacency matrix $A$ is given in Example 8.3. The powers $A^2, A^3$ and $A^4$ of the matrix $A$ follow:
\[ A^2 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 1 & 0 & 1 & 2 \\ 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 1 \end{pmatrix} \quad A^3 = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 1 & 0 & 2 & 2 \\ 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix} \quad A^4 = \begin{pmatrix} 0 & 0 & 1 & 1 \\ 2 & 0 & 2 & 3 \\ 1 & 0 & 1 & 2 \\ 1 & 0 & 1 & 1 \end{pmatrix} \]

Accordingly, in particular, there is a path of length 2 from \( v_4 \) to \( v_1 \), there are two paths of length 3 from \( v_2 \) to \( v_3 \), and there are three paths of length 4 from \( v_2 \) to \( v_4 \). (Here, \( v_1 = X \), \( v_2 = Y \), \( v_3 = Z \) and \( v_4 = W \).

Suppose we now define the matrix \( B_r \) as follows:

\[ B_r = A + A^2 + A^3 + \cdots + A^r \]

Then the \( ij \) entry of the matrix \( B_r \) gives the number of paths of length \( r \) or less from node \( v_i \) to \( v_j \).

**Path Matrix**

Let \( G \) be a simple directed graph with \( m \) nodes, \( v_1, v_2, \ldots, v_m \). The *path matrix* or *reachability matrix* of \( G \) is the \( m \times m \) matrix \( P = (p_{ij}) \) defined as follows:

\[ p_{ij} = \begin{cases} 1 & \text{if there is a path from } v_i \text{ to } v_j \\ 0 & \text{otherwise} \end{cases} \]

Suppose there is a path from \( v_i \) to \( v_j \). Then there must be a simple path from \( v_i \) to \( v_j \) when \( v_i \neq v_j \), or there must be a cycle from \( v_i \) to \( v_j \) when \( v_i = v_j \). Since \( G \) has only \( m \) nodes, such a simple path must have length \( m - 1 \) or less, or such a cycle must have length \( m \) or less. This means that there is a nonzero \( ij \) entry in the matrix \( B_m \), defined at the end of the preceding subsection. Accordingly, we have the following relationship between the path matrix \( P \) and the adjacency matrix \( A \).

**Proposition 8.3**

Let \( A \) be the adjacency matrix and let \( P = (p_{ij}) \) be the path matrix of a digraph \( G \). Then \( p_{ij} = 1 \) if and only if there is a nonzero number in the \( ij \) entry of the matrix

\[ B_m = A + A^2 + A^3 + \cdots + A^m \]

Consider the graph \( G \) with \( m = 4 \) nodes in Fig. 8.3. Adding the matrices \( A, A^2, A^3 \) and \( A^4 \), we obtain the following matrix \( B_4 \), and, replacing the nonzero entries in \( B_4 \) by 1, we obtain the path matrix \( P \) of the graph \( G \):

\[ B_4 = \begin{pmatrix} 1 & 0 & 2 & 3 \\ 5 & 0 & 6 & 8 \\ 3 & 0 & 3 & 5 \\ 2 & 0 & 3 & 3 \end{pmatrix} \quad \text{and} \quad P = \begin{pmatrix} 1 & 0 & 1 & 1 \\ 1 & 0 & 1 & 1 \\ 1 & 0 & 1 & 1 \\ 1 & 0 & 1 & 1 \end{pmatrix} \]

Examining the matrix \( P \), we see that the node \( v_2 \) is not reachable from any of the other nodes.

Recall that a directed graph \( G \) is said to be *strongly connected* if, for any pair of nodes \( u \) and \( v \) in \( G \), there are both a path from \( u \) to \( v \) and a path from \( v \) to \( u \). Accordingly, \( G \) is strongly connected if and only if the path matrix \( P \) of \( G \) has no zero entries. Thus the graph \( G \) in Fig. 8.3 is not strongly connected.
The transitive closure of a graph $G$ is defined to be the graph $G'$ such that $G'$ has the same nodes as $G$ and there is an edge $(v_i, v_j)$ in $G'$ whenever there is a path from $v_i$ to $v_j$ in $G$. Accordingly, the path matrix $P$ of the graph $G$ is precisely the adjacency matrix of its transitive closure $G'$. Furthermore, a graph $G$ is strongly connected if and only if its transitive closure is a complete graph.

Remark: The adjacency matrix $A$ and the path matrix $P$ of a graph $G$ may be viewed as logical (Boolean) matrices, where $0$ represents “false” and $1$ represents “true.” Thus, the logical operations of $\wedge$ (AND) and $\vee$ (OR) may be applied to the entries of $A$ and $P$. The values of $\wedge$ and $\vee$ appear in Fig. 8.4. These operations will be used in the next section.

\[
\begin{array}{c|cc}
\wedge & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 1 \\
\end{array}
\quad
\begin{array}{c|cc}
\vee & 0 & 1 \\
0 & 0 & 1 \\
1 & 1 & 1 \\
\end{array}
\]

(a) AND  
(b) OR

Fig. 8.4

\section*{8.4 WARSHALL’S ALGORITHM: SHORTEST PATHS}

Let $G$ be a directed graph with $m$ nodes, $v_1, v_2, \ldots, v_m$. Suppose we want to find the path matrix $P$ of the graph $G$. Warshall gave an algorithm for this purpose that is much more efficient than calculating the powers of the adjacency matrix $A$ and using Proposition 8.3. This algorithm is described in this section, and a similar algorithm is used to find shortest paths in $G$ when $G$ is weighted.

First we define $m$-square Boolean matrices $P_0, P_1, \ldots, P_m$ as follows. Let $P_k[i, j]$ denote the $ij$ entry of the matrix $P_k$. Then we define:

\[
P_k[i, j] = \begin{cases} 
1 & \text{if there is a simple path from } v_i \text{ to } v_j \text{ which does not use any other nodes except possibly } v_1, v_2, \ldots, v_k \\
0 & \text{otherwise} 
\end{cases}
\]

In other words,

\[
P_0[i, j] = 1 \quad \text{if there is an edge from } v_i \text{ to } v_j \\
P_1[i, j] = 1 \quad \text{if there is a simple path from } v_i \text{ to } v_j \text{ which does not use any other nodes except possibly } v_1 \\
P_2[i, j] = 1 \quad \text{if there is a simple path from } v_i \text{ to } v_j \text{ which does not use any other nodes except possibly } v_1 \text{ and } v_2
\]

First observe that the matrix $P_0 = A$, the adjacency matrix of $G$. Furthermore, since $G$ has only $m$ nodes, the last matrix $P_m = P$, the path matrix of $G$.

Warshall observed that $P_k[i, j] = 1$ can occur only if one of the following two cases occurs:
There is a simple path from \( v_i \) to \( v_j \) which does not use any other nodes except possibly \( v_1, v_2, \ldots, v_{k-1} \); hence

\[ P_{k-1}[i, j] = 1 \]

There is a simple path from \( v_i \) to \( v_k \) and a simple path from \( v_k \) to \( v_j \) where each path does not use any other nodes except possibly \( v_1, v_2, \ldots, v_{k-1} \); hence

\[ P_{k-1}[i, k] = 1 \quad \text{and} \quad P_{k-1}[k, j] = 1 \]

These two cases are pictured, respectively, in Fig. 8.5(a) and (b), where

\[ \rightarrow \ldots \rightarrow \]

denotes part of a simple path which does not use any nodes except possibly \( v_1, v_2, \ldots, v_{k-1} \).

\[ v_i \rightarrow \ldots \rightarrow v_j \quad \text{(a)} \]

\[ v_i \rightarrow \ldots \rightarrow v_k \rightarrow \ldots \rightarrow v_j \quad \text{(b)} \]

Fig. 8.5

Accordingly, the elements of the matrix \( P_k \) can be obtained by

\[ P_k[i, j] = P_{k-1}[i, j] \lor (P_{k-1}[i, k] \land P_{k-1}[k, j]) \]

where we use the logical operations of \( \land \) (AND) and \( \lor \) (OR). In other words we can obtain each entry in the matrix \( P_k \) by looking at only three entries in the matrix \( P_{k-1} \). Warshall's algorithm follows.

**Algorithm 8.1:** (Warshall's Algorithm) A directed graph \( G \) with \( M \) nodes is maintained in memory by its adjacency matrix \( A \). This algorithm finds the (Boolean) path matrix \( P \) of the graph \( G \).

1. Repeat for \( I, J = 1, 2, \ldots, M \): [Initializes \( P \)]
   - If \( A[I, J] = 0 \), then: Set \( P[I, J] := 0 \);
   - Else: Set \( P[I, J] := 1 \).
   [End of loop.]

2. Repeat Steps 3 and 4 for \( K = 1, 2, \ldots, M \): [Updates \( P \)]

3. Repeat Step 4 for \( I = 1, 2, \ldots, M \):

4. Repeat for \( J = 1, 2, \ldots, M \):
   - Set \( P[I, J] := P[I, J] \lor (P[I, K] \land P[K, J]) \).
   [End of loop.]

   [End of Step 3 loop.]

[End of Step 2 loop.]

5. Exit.

**Shortest-Path Algorithm**

Let \( G \) be a directed graph with \( m \) nodes, \( v_1, v_2, \ldots, v_m \) Suppose \( G \) is weighted; that is, suppose each edge \( e \) in \( G \) is assigned a nonnegative number \( w(e) \) called the weight or length of the edge \( e \). Then \( G \) may be maintained in memory by its weight matrix \( W = (w_{ij}) \), defined as follows:
\[ w_{ij} = \begin{cases} w(e) & \text{if there is an edge } e \text{ from } v_i \text{ to } v_j \\ 0 & \text{if there is no edge from } v_i \text{ to } v_j \end{cases} \]

The path matrix \( P \) tells us whether or not there are paths between the nodes. Now we want to find a matrix \( Q \) which will tell us the lengths of the shortest paths between the nodes or, more exactly, a matrix \( Q = (q_{ij}) \) where

\[ q_{ij} = \text{length of a shortest path from } v_i \text{ to } v_j \]

Next we describe a modification of Warshall’s algorithm which finds us the matrix \( Q \).

Here we define a sequence of matrices \( Q_0, Q_1, \ldots, Q_m \) (analogous to the above matrices \( P_0, P_1, \ldots, P_m \)) whose entries are defined as follows:

\[ Q_k[i, j] = \text{the smaller of the length of the preceding path from } v_i \text{ to } v_j \text{ or the sum of the lengths of the preceding paths from } v_i \text{ to } v_i \text{ and } v_k \text{ to } v_j \]

More exactly,

\[ Q_k[i, j] = \text{MIN}(Q_{k-1}[i, j]), \quad Q_k - 1[i, k] + Q_k - 1[k, j]) \]

The initial matrix \( Q_0 \) is the same as the weight matrix \( W \) except that each 0 in \( W \) is replaced by \( \infty \) (or a very, very large number). The final matrix \( Q_m \) will be the desired matrix \( Q \).

**Example 8.4**

Consider the weighted graph \( G \) in Fig. 8.6. Assume \( v_1 = R, v_2 = S, v_3 = T \) and \( v_4 = U \).

Then the weight matrix \( W \) of \( G \) is as follows:

\[
W = \begin{pmatrix}
7 & 5 & 0 & 0 \\
7 & 0 & 0 & 2 \\
0 & 3 & 0 & 0 \\
4 & 0 & 1 & 0
\end{pmatrix}
\]

![Fig. 8.6](image)

Applying the modified Warshall’s algorithm, we obtain the following matrices \( Q_0, Q_1, Q_2, Q_3 \) and \( Q_4 = Q \). To the right of each matrix \( Q_k \), we show the matrix of paths which correspond to the lengths in the matrix \( Q_k \).
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\[ Q_0 = \begin{pmatrix}
7 & 5 & \infty & \infty \\
7 & \infty & \infty & 2 \\
\infty & 3 & \infty & \infty \\
4 & \infty & 1 & \infty
\end{pmatrix} \quad \begin{pmatrix}
RR & RS & - & - \\
SR & - & - & SU \\
- & TS & - & - \\
UR & - & UT & -
\end{pmatrix} \]

\[ Q_1 = \begin{pmatrix}
7 & 5 & \infty & \infty \\
7 & 12 & \infty & 2 \\
\infty & 3 & \infty & \infty \\
4 & 9 & 1 & 11
\end{pmatrix} \quad \begin{pmatrix}
RR & RS & - & - \\
SR & SRS & - & SU \\
- & TS & - & - \\
UR & URS & UT & -
\end{pmatrix} \]

\[ Q_2 = \begin{pmatrix}
7 & 5 & \odot & 7 \\
7 & 12 & \infty & 2 \\
10 & 3 & \infty & 5 \\
4 & 9 & 1 & 11
\end{pmatrix} \quad \begin{pmatrix}
RR & RS & - & RSU \\
SR & SRS & - & SU \\
TSR & TS & - & TSU \\
UR & URS & UT & URS
\end{pmatrix} \]

\[ Q_3 = \begin{pmatrix}
7 & 5 & \infty & 7 \\
7 & 12 & \infty & 2 \\
10 & 3 & \infty & 5 \\
4 & 4 & 1 & 6
\end{pmatrix} \quad \begin{pmatrix}
RR & RS & - & RSU \\
SR & SRS & - & SU \\
TSR & TS & - & TSU \\
UR & UTS & UT & UTSU
\end{pmatrix} \]

\[ Q_4 = \begin{pmatrix}
7 & 5 & 8 & 7 \\
7 & 11 & 3 & 2 \\
9 & 3 & 6 & 5 \\
4 & 4 & 1 & 6
\end{pmatrix} \quad \begin{pmatrix}
RR & RS & RSUT & RSU \\
SR & SRS & SUT & SU \\
TSUR & TS & TSUT & SU \\
UR & UTS & UT & UTSU
\end{pmatrix} \]

We indicate how the circled entries are obtained:

\[ Q_1[4, 2] = \text{MIN}(Q_0[4, 2], Q_0[4, 1] + Q_0[1, 2]) = \text{MIN}(\infty, 4 + 5) = 9 \]
\[ Q_2[1, 3] = \text{MIN}(Q_1[1, 3], Q_1[1, 2] + Q_1[2, 3]) = \text{MIN}(\infty, 5 + \infty) = \infty \]
\[ Q_3[4, 2] = \text{MIN}(Q_2[4, 2], Q_2[4, 3] + Q_2[3, 2]) = \text{MIN}(9, 3 + 1) = 4 \]
\[ Q_4[3, 1] = \text{MIN}(Q_3[3, 1], Q_3[3, 4] + Q_3[4, 1]) = \text{MIN}(10, 5 + 4) = 9 \]

The formal statement of the algorithm follows.

**Algorithm 8.2:** (Shortest-Path Algorithm) A weighted graph G with M nodes is maintained in memory by its weight matrix W. This algorithm finds a matrix Q such that Q[I, J] is the length of a shortest path from node V_I to node V_J. INFINITY is a very large number, and MIN is the minimum value function.

1. Repeat for I, J = 1, 2, ..., M: [Initializes Q.]
   \[ W[I, J] = 0, \text{ then: Set } Q[I, J] := \text{INFINITY}; \]
   \[ \text{Else: Set } Q[I, J]:= W[I, J]. \]
   [End of loop.]
2. Repeat Steps 3 and 4 for K = 1, 2, ..., M: [Updates Q.]
3. Repeat Step 4 for \( I = 1, 2, \ldots, M \):
4. Repeat for \( J = 1, 2, \ldots, M \):
   Set \( Q[I, J] := \text{MIN}(Q[I, J], Q[I, K] + Q[K, J]) \).
   [End of loop.]
   [End of Step 3 loop.]
5. Exit.

Observe the similarity between Algorithm 8.1 and Algorithm 8.2.
Algorithm 8.2 can also be used for a graph \( G \) without weights by simply assigning the weight \( w(e) = 1 \) to each edge \( e \) in \( G \).

### 8.5 LINKED REPRESENTATION OF A GRAPH

Let \( G \) be a directed graph with \( m \) nodes. The sequential representation of \( G \) in memory—i.e., the representation of \( G \) by its adjacency matrix \( A \)—has a number of major drawbacks. First of all, it may be difficult to insert and delete nodes in \( G \). This is because the size of \( A \) may need to be changed and the nodes may need to be reordered, so there may be many, many changes in the matrix \( A \). Furthermore, if the number of edges is \( O(m) \) or \( O(m \log_2 m) \), then the matrix \( A \) will be sparse (will contain many zeros); hence a great deal of space will be wasted. Accordingly, \( G \) is usually represented in memory by a linked representation, also called an adjacency structure, which is described in this section.

Consider the graph \( G \) in Fig. 8.7(a). The table in Fig. 8.7(b) shows each node in \( G \) followed by its adjacency list, which is its list of adjacent nodes, also called its successors or neighbors. Figure 8.8 shows a schematic diagram of a linked representation of \( G \) in memory. Specifically, the linked representation will contain two lists (or files), a node list NODE and an edge list EDGE, as follows.

![Graph G](image1)

(a) **Node list.** Each element in the list NODE will correspond to a node in \( G \), and it will be a record of the form:

<table>
<thead>
<tr>
<th>NODE</th>
<th>NEXT</th>
<th>ADJ</th>
</tr>
</thead>
</table>

Here NODE will be the name or key value of the node, NEXT will be a pointer to the next node in the list NODE and ADJ will be a pointer to the first element in the adjacency list of the node, which is maintained in the list EDGE. The shaded area indicates that there may be
other information in the record, such as the indegree INDEG of the node, the outdegree OUTDEG of the node, the STATUS of the node during the execution of an algorithm, and so on. (Alternatively, one may assume that NODE is an array of records containing fields such as NAME, INDEG, OUTDEG, STATUS, ...). The nodes themselves, as pictured in Fig. 8.7, will be organized as a linked list and hence will have a pointer variable START for the beginning of the list and a pointer variable AVAILN for the list of available space. Sometimes, depending on the application, the nodes may be organized as a sorted array or a binary search tree instead of a linked list.

(b) *Edge list.* Each element in the list EDGE will correspond to an edge of $G$ and will be a record of the form:

<table>
<thead>
<tr>
<th>DEST</th>
<th>LINK</th>
</tr>
</thead>
</table>

The field DEST will point to the location in the list NODE of the destination or terminal node of the edge. The field LINK will link together the edges with the same initial node, that is, the nodes in the same adjacency list. The shaded area indicates that there may be other information in the record corresponding to the edge, such as a field EDGE containing the labeled data of the edge when $G$ is a labeled graph, a field WEIGHT containing the weight of the edge when $G$ is a weighted graph, and so on. We also need a pointer variable AVAILN for the list of available space in the list EDGE.

Figure 8.9 shows how the graph $G$ in Fig. 8.7(a) may appear in memory. The choice of 10 locations for the list NODE and 12 locations for the list EDGE is arbitrary.

The linked representation of a graph $G$ that we have been discussing may be denoted by

GRAPH(NODE, NEXT, ADJ, START, AVAILN, DEST, LINK, AVAILN)

The representation may also include an array WEIGHT when $G$ is weighted or may include an array EDGE when $G$ is a labeled graph.
Example 8.5

Suppose Friendly Airways has nine daily flights, as follows:

- 103 Atlanta to Houston
- 106 Houston to Atlanta
- 201 Boston to Chicago
- 203 Boston to Denver
- 204 Denver to Boston
- 301 Denver to Reno
- 305 Chicago to Miami
- 308 Miami to Boston
- 402 Reno to Chicago

Clearly, the data may be stored efficiently in a file where each record contains three fields:

- Flight Number
- City of Origin
- City of Destination

However, such a representation does not easily answer the following natural questions:

(a) Is there a direct flight from city X to city Y?
(b) Can one fly, with possible stops, from city X to city Y?
(c) What is the most direct route, i.e., the route with the smallest number of stops, from city X to city Y?

To make the answers to these questions more readily available, it may be very useful for the data to be organized also as a graph \( G \) with the cities as nodes and with the flights as edges. Figure 8.10 is a picture of the graph \( G \).

Figure 8.11 shows how the graph \( G \) may appear in memory using the linked representation. We note that \( G \) is a labeled graph, not a weighted graph, since the flight number is simply for identification. Even though the data are organized as a graph, one still would require some type of algorithm to answer questions (b) and (c). Such algorithms are discussed later in the chapter.
8.6 OPERATIONS ON GRAPHS

Suppose a graph $G$ is maintained in memory by the linked representation

\[
\text{GRAPH}(\text{NODE}, \text{NEXT}, \text{ADJ}, \text{START}, \text{AVAILN}, \text{DEST}, \text{LINK}, \text{AVAILE})
\]

as discussed in the preceding section. This section discusses the operations of searching, inserting and deleting nodes and edges in the graph $G$. The operation of traversing is treated in the next section.

The operations in this section use certain procedures from Chapter 5, on linked lists. For completeness, we restate these procedures below, but in a slightly different manner than in Chapter 5. Naturally, if a circular linked list or a binary search tree is used instead of a linked list, then the analogous procedures must be used.
Procedure 8.3 (originally Algorithm 5.2) finds the location LOC of an ITEM in a linked list.

Procedure 8.4 (originally Procedure 5.9 and Algorithm 5.10) deletes a given ITEM from a linked list. Here, we use a logical variable FLAG to tell whether or not ITEM originally appears in the linked list.

**Searching in a Graph**

Suppose we want to find the location LOC of a node N in a graph G. This can be accomplished by using Procedure 8.3, as follows:

```c
Call FINP(NODE, NEXT, START, N, LOC)
```

That is, this Call statement searches the list NODE for the node N.

On the other hand, suppose we want to find the location LOC of an edge (A, B) in the graph G. First we must find the location LOCA of A and the location LOCB of B in the list NODE. Then we must find in the list of successors of A, which has the list pointer ADJ[LOCA], the location LOC of LOCB. This is implemented by Procedure 8.5, which also checks to see whether A and B are nodes in G. Observe that LOC gives the location of LOCB in the list EDGE.

**Inserting in a Graph**

Suppose a node N is to be inserted in the graph G. Note that N will be assigned to NODE[AVAILN], the first available node. Moreover, since N will be an isolated node, one must also set ADJ[AVAILN] := NULL. Procedure 8.6 accomplishes this task using a logical variable FLAG to indicate overflow.

Clearly, Procedure 8.6 must be modified if the list NODE is maintained as a sorted list or a binary search tree.

**Procedure 8.3:** FIND(INFO, LINK START, ITEM, LOC) [Algorithm 5.2]

Finds the location LOC of the first node containing ITEM, or sets LOC := NULL.

1. Set PTR := START.
2. Repeat while PTR ≠ NULL:
   - If ITEM = INFO[PTR], then: Set LOC := PTR, and Return.
   - Else: Set PTR := LINK[PTR].
   [End of loop.]

**Procedure 8.4:** DELETE(INFO, LINK, START, AVAIL, ITEM, FLAG) [Algorithm 5.10]

Deletes the first node in the list containing ITEM, or sets FLAG := FALSE when ITEM does not appear in the list.

1. [List empty?] If START = NULL, then: Set FLAG := FALSE, and Return.
2. [ITEM in first node?] If INFO[START]. = ITEM, then:
   - Set PTR := START, START := LINK[START],
   - LINK[PTR] := AVAIL, AVAIL := PTR,
   - FLAG := TRUE, and Return.
   [End of if structure.]
3. Set PTR := LINK[START] and SAVE := START. [Initializes pointers.]
4. Repeat Steps 5 and 6 while PTR ≠ NULL:
5. If INFO[PTR] = ITEM, then:
   Set LINK[SAVE] := LINK[PTR], LINK[PTR] := AVAIL,
   AVAIL := PTR, FLAG := TRUE, and Return.
   [End of If structure.]
   [End of Step 4 loop.]
7. Set FLAG := FALSE, and Return.

Procedure 8.5: FINDEDGE(NODE, NEXT, ADJ, START, DEST, LINK, A, B, LOC)
This procedure finds the location LOC of an edge (A, B) in the graph G, or
sets LOC := NULL.
1. Call FIND(NODE, NEXT, START, A, LOCA).
2. CALL FIND(NODE, NEXT, START, B, LOCB).
3. If LOCA = NULL or LOCB = NULL, then: Set LOC := NULL.
   Else: Call FIND(DEST, LINK, ADJ[LOCA], LOCB, LOC).
4. Return.

Procedure 8.6: INSNODE(NODE, NEXT, ADJ, START, AVAILN, N, FLAG)
This procedure inserts the node N in the graph G.
1. [OVERFLOW?] If AVAILN = NULL, then: Set FLAG := FALSE, and
   Return.
2. Set ADJ[AVAILN] := NULL.
3. [Removes node from AVAILN list]
   Set NEW := AVAILN and AVAILN := NEXT[AVAILN].
4. [Inserts node N in the NODE list.]
5. Set FLAG := TRUE, and Return.

Suppose an edge (A, B) is to be inserted in the graph G. (The procedure will assume that both A
and B are already nodes in the graph G.) The procedure first finds the location LOCA of A and the
location LOCB of B in the node list. Then (A, B) is inserted as an edge in G by inserting LOCB in
the list of successors of A, which has the list pointer ADJ[LOCA]. Again, a logical variable FLAG
is used to indicate overflow. The procedure follows.

Procedure 8.7: INSEDGE(NODE, NEXT, ADJ, START, DEST, LINK, AVAILE, A, B, FLAG)
This procedure inserts the edge (A, B) in the graph G.
1. Call FIND(NODE, NEXT, START, A, LOCA).
2. Call FIND(NODE, NEXT, START, B, LOCB).
3. [OVERFLOW?] If AVAILE = NULL, then: Set FLAG := FALSE, and
   Return.
4. [Remove node from AVAILE list.] Set NEW := AVAILE and AVAILE
   := LINK[AVAILE].
5. [Insert LOCB in list of successors of A.]
   Set DEST[NEW] := LOCB, LINK[NEW] := ADJ[LOCA] and
   ADJ[LOCA] := NEW.

The procedure must be modified by using Procedure 8.6 if A or B is not a node in the graph G.

Deleting from a Graph

Suppose an edge (A, B) is to be deleted from the graph G. (Our procedure will assume that A and B are both nodes in the graph G.) Again, we must first find the location LOCA of A and the location LOCB of B in the node list. Then we simply delete LOCB from the list of successors of A, which has the list pointer ADJ[LOCA]. A logical variable FLAG is used to indicate that there is no such edge in the graph G. The procedure follows.

Procedure 8.8: DELEDGE(NODE, NEXT, ADJ, START, DEST, LINK, AVAILE, A, B, FLAG)
This procedure deletes the edge (A, B) from the graph G.

2. Call FIND(NODE, NEXT, START, B, LOCB). [Locates node B.]
3. Call DELETE(DEST, LINK, ADJ[LOCA], AVAILE, LOCB, FLAG).
   [Uses Procedure 8.4.]
4. Return.

Suppose a node N is to be deleted from the graph G. This operation is more complicated than the search and insertion operations and the deletion of an edge, because we must also delete all the edges that contain N. Note these edges come in two kinds; those that begin at N and those that end at N. Accordingly, our procedure will consist mainly of the following four steps:

(1) Find the location LOC of the node N in G.
(2) Delete all edges ending at N; that is, delete LOC from the list of successors of each node M in G. (This step requires traversing the node list of G.)
(3) Delete all the edges beginning at N. This is accomplished by finding the location BEG of the first successor and the location END of the last successor of N, and then adding the successor list of N to the free AVAILE list.
(4) Delete N itself from the list NODE.

The procedure follows.

Procedure 8.9: DELNODE(NODE, NEXT, ADJ, START, AVAILN, DEST, LINK, AVAILE, N, FLAG)
This procedure deletes the node N from the graph G.

1. Call FIND(NODE, NEXT, START, N, LOC). [Locates node N.]
2. If LOC = NULL, then: Set FLAG := FALSE, and Return.
3. [Delete edges ending at N.]
(a) Set PTR := START.
(b) Repeat while PTR ≠ NULL:
   (i) Call DELETE(DEST, LINK, ADJ[PTR], AVALIE, LOC, FLAG).
   (ii) Set PTR := NEXT[PTR].
   [End of loop.]
4. [Successor list empty?] If ADJ[LOC] = NULL, then: Go to Step 7.
5. [Find the first and last successor of N.]
(a) Set BEG := ADJ[LOC], END := ADJ[LOC] and PTR := LINK[END].
(b) Repeat while PTR ≠ NULL:
    Set END := PTR and PTR := LINK[PTR].
   [End of loop.]
6. [Add successor list of N to AVALIE list.]
   Set LINK[END] := AVALIE and AVALIE := BEG.
7. [Delete N using Procedure 8.4.]
   Call DELETE(NODE, NEXT, START, AVALIE, N, FLAG).
8. Return.

Example 8.6

Consider the (undirected) graph G in Fig. 8.12(a), whose adjacency lists appear in Fig. 8.12(b). Observe that G has 14 directed edges, since there are 7 undirected edges.

![Diagram](a)

<table>
<thead>
<tr>
<th>Adjacency lists</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: B, C, D</td>
</tr>
<tr>
<td>B: A, D, E</td>
</tr>
<tr>
<td>C: A, D</td>
</tr>
<tr>
<td>D: A, B, C, E</td>
</tr>
<tr>
<td>E: B, D</td>
</tr>
</tbody>
</table>

![Diagram](b)

Fig. 8.12

Suppose G is maintained in memory as in Fig. 8.13(a). Furthermore, suppose node B is deleted from G by using Procedure 8.9. We obtain the following steps:

Step 1. Finds LOC = 2, the location of B in the node list.
Step 3. Deletes LOC = 2 from the edge list, that is, from each list of successors.
Step 5. Finds BEG = 4 and END = 6, the first and last successors of B.
Step 6. Deletes the list of successors from the edge list.
Step 7. Deletes node B from the node list.
Step 8. Returns.

The deleted elements are circled in Fig. 8.13(a). Figure 8.13(b) shows G in memory after node B (and its edges) are deleted.
Fig. 8.13
8.7 TRAVERSING A GRAPH

Many graph algorithms require one to systematically examine the nodes and edges of a graph $G$. There are two standard ways that this is done. One way is called a breadth-first search, and the other is called a depth-first search. The breadth-first search will use a queue as an auxiliary structure to hold nodes for future processing, and analogously, the depth-first search will use a stack.

During the execution of our algorithms, each node $N$ of $G$ will be in one of three states, called the status of $N$, as follows:

- STATUS = 1: (Ready state.) The initial state of the node $N$.
- STATUS = 2: (Waiting state.) The node $N$ is on the queue or stack, waiting to be processed.
- STATUS = 3: (Processed state.) The node $N$ has been processed.

We now discuss the two searches separately.

Breadth-First Search

The general idea behind a breadth-first search beginning at a starting node $A$ is as follows. First we examine the starting node $A$. Then we examine all the neighbors of $A$. Then we examine all the neighbors of the neighbors of $A$. And so on. Naturally, we need to keep track of the neighbors of a node, and we need to guarantee that no node is processed more than once. This is accomplished by using a queue to hold nodes that are waiting to be processed, and by using a field STATUS which tells us the current status of any node. The algorithm follows.

**Algorithm A:** This algorithm executes a breadth-first search on a graph $G$ beginning at a starting node $A$.

1. Initialize all nodes to the ready state (STATUS = 1).
2. Put the starting node $A$ in QUEUE and change its status to the waiting state (STATUS = 2).
3. Repeat Steps 4 and 5 until QUEUE is empty:
   4. Remove the front node $N$ of QUEUE, Process $N$ and change the status of $N$ to the processed state (STATUS = 3).
   5. Add to the rear of QUEUE all the neighbors of $N$ that are in the steady state (STATUS = 1), and change their status to the waiting state (STATUS = 2).
   [End of Step 3 loop.]
4. Exit.

The above algorithm will process only those nodes which are reachable from the starting node $A$. Suppose one wants to examine all the nodes in the graph $G$. Then the algorithm must be modified so that it begins again with another node (which we will call $B$) that is still in the ready state. This node $B$ can be obtained by traversing the list of nodes.
Example 8.7

Consider the graph $G$ in Fig. 8.14(a). (The adjacency lists of the nodes appear in Fig. 8.14(b).) Suppose $G$ represents the daily flights between cities of some airline, and suppose we want to fly from city A to city J with the minimum number of stops. In other words, we want the minimum path $P$ from A to J (where each edge has length 1).

![Graph Image]

**Fig. 8.14**

The minimum path $P$ can be found by using a breadth-first search beginning at city A and ending when J is encountered. During the execution of the search, we will also keep track of the origin of each edge by using an array ORIG together with the array QUEUE. The steps of our search follow.

(a) Initially, add A to QUEUE and add NULL to ORIG as follows:

   FRONT = 1    QUEUE: A
   REAR = 1     ORIG : Ø

(b) Remove the front element A from QUEUE by setting FRONT := FRONT + 1, and add to QUEUE the neighbors of A as follows:

   FRONT = 2    QUEUE: A, F, C, B
   REAR = 4     ORIG : Ø, A, A, A

Note that the origin A of each of the three edges is added to ORIG.

(c) Remove the front element F from QUEUE by setting FRONT := FRONT + 1, and add to QUEUE the neighbors of F as follows:

   FRONT = 3    QUEUE: A, F, C, B, D
   REAR = 5     ORIG : Ø, A, A, A, F
(d) Remove the front element C from QUEUE, and add to QUEUE the neighbors of C (which are in the ready state) as follows:

FRONT = 4      QUEUE: A, F, C, B, D
REAR = 5       ORIG : Ø, A, A, A, F

Note that the neighbor F of C is not added to QUEUE, since F is not in the ready state (because F has already been added to QUEUE).

(e) Remove the front element B from QUEUE, and add to QUEUE the neighbors of B (the ones in the ready state) as follows:

FRONT = 5      QUEUE: A, F, C, B, D, G
REAR = 6       ORIG : Ø, A, A, A, F, B

Note that only G is added to QUEUE, since the other neighbor, C is not in the ready state.

(f) Remove the front element D from QUEUE, and add to QUEUE the neighbors of D (the ones in the ready state) as follows:

FRONT = 6      QUEUE: A, F, C, B, D, G
REAR = 6       ORIG : Ø, A, A, A, F, B

(g) Remove the front element G from QUEUE and add to QUEUE the neighbors of G (the ones in the ready state) as follows:

FRONT = 7      QUEUE: A, F, C, B, D, G, E
REAR = 7       ORIG : Ø, A, A, A, F, B, G

(h) Remove the front element E from QUEUE and add to QUEUE the neighbors of E (the ones in the ready state) as follows:

FRONT = 8      QUEUE: A, F, C, B, D, G, E, J

We stop as soon as J is added to QUEUE, since J is our final destination. We now backtrack from J, using the array ORIG to find the path P. Thus

J ← E ← G ← B ← A

is the required path P.

Depth-First Search

The general idea behind a depth-first search beginning at a starting node A is as follows. First we examine the starting node A. Then we examine each node N along a path P which begins at A; that is, we process a neighbor of A, then a neighbor of a neighbor of A, and so on. After coming to a "dead end," that is, to the end of the path P, we backtrack on P until we can continue along another, path P'. And so on. (This algorithm is similar to the inorder traversal of a binary tree, and the algorithm is also similar to the way one might travel through a maze.) The algorithm is very similar to the breadth-first search except now we use a stack instead of the queue. Again, a field STATUS is used to tell us the current status of a node. The algorithm follows.
Algorithm B: This algorithm executes a depth-first search on a graph $G$ beginning at a
starting node $A$.

1. Initialize all nodes to the ready state ($\text{STATUS} = 1$).
2. Push the starting node $A$ onto STACK and change its status to the waiting
state ($\text{STATUS} = 2$).
3. Repeat Steps 4 and 5 until STACK is empty.
4. Pop the top node $N$ of STACK. Process $N$ and change its status to the
processed state ($\text{STATUS} = 3$).
5. Push onto STACK all the neighbors of $N$ that are still in the ready
state ($\text{STATUS} = 1$), and change their status to the waiting state
($\text{STATUS} = 2$).

[End of Step 3 loop.]

Again, the above algorithm will process only those nodes which are reachable from the starting
node $A$. Suppose one wants to examine all the nodes in $G$. Then the algorithm must be modified so
that it begins again with another node which we will call $B$—that is still in the ready state. This
node $B$ can be obtained by traversing the list of nodes.

Example 8.8

Consider the graph $G$ in Fig. 8.14(a). Suppose we want to find and print all the nodes
reachable from the node $J$ (including $J$ itself). One way to do this is to use a depth-
first search of $G$ starting at the node $J$. The steps of our search follow.

(a) Initially, push $J$ onto the stack as follows:

STACK: $J$

(b) Pop and print the top element $J$, and then push onto the stack all the
neighbors of $J$ (those that are in the ready state) as follows:

Print $J$ STACK: $D, K$

(c) Pop and print the top element $K$, and then push onto the stack all the
neighbors of $K$ (those that are in the ready state) as follows:

Print $K$ STACK: $D, E, G$

(d) Pop and print the top element $G$, and then push onto the stack all the
neighbors of $G$ (those in the ready state) as follows:

Print $G$ STACK: $D, E, C$

Note that only $C$ is pushed onto the stack, since the other neighbor, $E$, is not in
the ready state (because $E$ has already been pushed onto the stack).

(e) Pop and print the top element $C$, and then push onto the stack all the
neighbors of $C$ (those in the ready state) as follows:

Print $C$ STACK: $D, E, F$
(f) Pop and print the top element F, and then push onto the stack all the neighbors of F (those in the ready state) as follows:

```
Print F
STACK: D, E
```

Note that the only neighbor D of F is not pushed onto the stack, since D is not in the ready state (because D has already been pushed onto the stack).

(g) Pop and print the top element E, and push onto the stack all the neighbors of E (those in the ready state) as follows:

```
Print E
STACK: D
```

(Note that none of the three neighbors of E is in the ready state.)

(h) Pop and print the top element D, and push onto the stack all the neighbors of D (those in the ready state) as follows:

```
Print D
STACK:
```

The stack is now empty, so the depth-first search of G starting at J is now complete. Accordingly, the nodes which were printed,

```
J, K, G, C, F, E, D
```

are precisely the nodes which are reachable from J.

8.8 **POSETS; TOPOLOGICAL SORTING**

Suppose $S$ is a graph such that each node $v_i$ of $S$ represents a task and each edge $(u, v)$ means that the completion of the task $u$ is a prerequisite for starting the task $v$. Suppose such a graph $S$ contains a cycle, such as

$$P = (u, v, w, u)$$

This means that we cannot begin $v$ until completing $u$, we cannot begin $w$ until completing $v$ and we cannot begin $u$ until completing $w$. Thus we cannot complete any of the tasks in the cycle. Accordingly, such a graph $S$, representing tasks and a prerequisite relation, cannot have cycles.

Suppose $S$ is a graph without cycles. Consider the relation $<$ on $S$ defined as follows:

$$u < v \quad \text{if there is a path from } u \text{ to } v$$

This relation has the following three properties:

1. For each element $u$ in $S$, we have $u \not< u$. (Irreflexivity.)
2. If $u < v$, then $v \not< u$. (Asymmetry.)
3. If $u < v$ and $v < w$, then $u < w$. (Transitivity.)

Such a relation $<$ on $S$ is called a **partial ordering** of $S$, and $S$ with such an ordering is called a **partially ordered set**, or poset. Thus a graph $S$ without cycles may be regarded as a partially ordered set.

On the other hand, suppose $S$ is a partially ordered set with the partial ordering denoted by $<$. Then $S$ may be viewed as a graph whose nodes are the elements of $S$ and whose edges are defined as follows:
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(u, v) is an edge in S if \( u < v \)

Furthermore, one can show that a partially ordered set \( S \), regarded as a graph, has no cycles.

**Example 8.9**

Let \( S \) be the graph in Fig. 8.15. Observe that \( S \) has no cycles. Thus \( S \) may be regarded as a partially ordered set. Note that \( G < C \), since there is a path from \( G \) to \( C \).

Similarly, \( B < F \) and \( B < C \). On the other hand, \( B \nsubseteq A \), since there is no path from \( B \) to \( A \). Also, \( A \nsubseteq B \).

![Graph](image)

**Fig. 8.15**

**Topological Sorting**

Let \( S \) be a directed graph without cycles (or a partially ordered set). A topological sort \( T \) of \( S \) is a linear ordering of the nodes of \( S \) which preserves the original partial ordering of \( S \). That is: If \( u < v \) in \( S \) (i.e., if there is a path from \( u \) to \( v \) in \( S \)), then \( u \) comes before \( v \) in the linear ordering \( T \).

Figure 8.16 shows two different topological sorts of the graph \( S \) in Fig. 8.15. We have included the edges in Fig. 8.16 to indicate that they agree with the direction of the linear ordering.

The following is the main theoretical result in this section.

**Proposition 8.4**

Let \( S \) be a finite directed graph without cycles or a finite partially ordered set. Then there exists a topological sort \( T \) of the set \( S \).

Note that the proposition states only that a topological sort exists. We now give an algorithm which will find such a topological sort.

The main idea behind our algorithm to find a topological sort \( T \) of a graph \( S \) without cycles is that any node \( N \) with zero indegree, i.e., without any predecessors, may be chosen as the first element in the sort \( T \). Accordingly, our algorithm will repeat the following two steps until the graph \( S \) is empty:
Fig. 8.16

(1) Finding a node $N$ with zero indegree
(2) Deleting $N$ and its edges from the graph $S$

The order in which the nodes are deleted from the graph $S$ will use an auxiliary array QUEUE which will temporarily hold all the nodes with zero indegree. The algorithm also uses a field INDEG such that INDEG($N$) will contain the current indegree of the node $N$. The algorithm follows.

**Algorithm C:** This algorithm finds a topological sort $T$ of a graph $S$ without cycles.

1. Find the indegree INDEG($N$) of each node $N$ of $S$. (This can be done by traversing each adjacency list as in Problem 8.15.)
2. Put in a queue all the nodes with zero indegree.
3. Repeat Steps 4 and 5 until the queue is empty.
4. Remove the front node $N$ of the queue (by setting FRONT := FRONT + 1).
5. Repeat the following for each neighbor $M$ of the node $N$:
   (a) Set INDEG($M$) := INDEG($M$) – 1.
       [This deletes the edge from $N$ to $M$.]
   (b) If INDEG($M$) = 0, then: Add $M$ to the rear of the queue.
       [End of loop.]
   [End of Step 3 loop.]

**Example 8.10**

Consider the graph $S$ in Fig. 8.15(a). We apply our Algorithm C to find a topological sort $T$ of the graph $S$. The steps of the algorithm follow.
1. Find the indegree $\text{INDEG}(N)$ of each node $N$ of the graph $S$. This yields:
   
   $\text{INDEG}(A) = 1 \quad \text{INDEG}(B) = 0 \quad \text{INDEG}(C) = 3 \quad \text{INDEG}(D) = 1$
   
   $\text{INDEG}(E) = 0 \quad \text{INDEG}(F) = 2 \quad \text{INDEG}(G) = 0$

   [This can be done as in Problem 8.15.]

2. Initially add to the queue each node with zero indegree as follows:

   $\text{FRONT} = 1, \quad \text{REAR} = 3, \quad \text{QUEUE: B, E, G}$

3a. Remove the front element B from the queue by setting $\text{FRONT} := \text{FRONT} + 1$, as follows:

   $\text{FRONT} = 2, \quad \text{REAR} = 3 \quad \text{QUEUE: B, E, G}$

3b. Decrease by 1 the indegree of each neighbor of B, as follows:

   $\text{INDEG}(D) = 1 - 1 = 0 \quad \text{and} \quad \text{INDEG}(F) = 2 - 1 = 1$

   [The adjacency list of B in Fig. 8.15(b) is used to find the neighbors D and F of the node B.] The neighbor D is added to the rear of the queue, since its indegree is now zero:

   $\text{FRONT} = 2, \quad \text{REAR} = 4 \quad \text{QUEUE: B, E, G, D}$

   [The graph S now looks like Fig. 8.17(a), where the node B and the edges from B have been deleted, as indicated by the dotted lines.]

4a. Remove the front element E from the queue by setting $\text{FRONT} := \text{FRONT} + 1$, as follows:

   $\text{FRONT} = 3, \quad \text{REAR} = 4 \quad \text{QUEUE: B, E, G, D}$

4b. Decrease by 1 the indegree of each neighbor of E, as follows:

   $\text{INDEG}(C) = 3 - 1 = 2$

   [Since the indegree is nonzero, QUEUE is not changed. The graph S now looks like Fig. 8.17(b), where the node E and its edge have been deleted.]

5a. Remove the front element G from the queue by setting $\text{FRONT} := \text{FRONT} + 1$, as follows:

   $\text{FRONT} = 4, \quad \text{REAR} = 4 \quad \text{QUEUE: B, E, G, D}$

5b. Decrease by 1 the indegree of each neighbor of G, as follows:

   $\text{INDEG}(A) = 1 - 1 = 0 \quad \text{and} \quad \text{INDEG}(F) = 1 - 1 = 0$

   Both A and F are added to the rear of the queue, as follows:

   $\text{FRONT} = 4, \quad \text{REAR} = 6 \quad \text{QUEUE: B, E, G, D, A, F}$

   [The graph S now looks like Fig. 8.17(c), where G and its two edges have been deleted.]

6a. Remove the front element D from the queue by setting $\text{FRONT} := \text{FRONT} + 1$, as follows:

   $\text{FRONT} = 5, \quad \text{REAR} = 6 \quad \text{QUEUE: B, E, G, D, A, F}$

6b. Decrease by 1 the indegree of each neighbor of D, as follows:

   $\text{INDEG}(C) = 2 - 1 = 1$
[Since the indegree is nonzero, QUEUE is not changed. The graph S now looks like Fig. 8.17(d), where D and its edge have been deleted.]

7a. Remove the front element A from the queue by setting FRONT := FRONT + 1, as follows:

FRONT = 6, REAR = 6 QUEUE: B, E, G, D, A, F

7b. Decrease by 1 the indegree of each neighbor of A, as follows:

INDEG(C) = 1 - 1 = 0

Add C to the rear of the queue, since its indegree is now zero:

FRONT = 6, REAR = 7 QUEUE: B, E, G, D, A, F, C

8a. Remove the front element F from the queue by setting FRONT := FRONT + 1, as follows:

FRONT = 7, REAR = 7 QUEUE: B, E, G, D, A, F, C

8b. The node F has no neighbors, so no change takes place.

9a. Remove the front element C from the queue by setting FRONT := FRONT + 1 as follows:
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FRONT = 8, REAR = 7

QUEUE: B, E, G, D, A, F, C

9b. The node C has no neighbors, so no other changes take place.
The queue now has no front element, so the algorithm is completed. The elements in
the array QUEUE give the required topological sort T of S as follows:

T: B, E, G, D, A, F, C

The algorithm could have stopped in Step 7b, where REAR is equal to the number of
nodes in the graph S.

SOLVED PROBLEMS

Graph Terminology

8.1 Consider the (undirected) graph G in Fig. 8.18. (a) Describe G formally in terms of its set V
of nodes and its set E of edges. (b) Find the degree of each node.

Fig. 8.18

(a) There are 5 nodes, a, b, c, d and e; hence V = {a, b, c, d, e}. There are 7 pairs [x, y] of
nodes such that node x is connected with node y; hence

E = \{[a, b], [a, c], [a, d], [b, c], [b, e], [c, d], [c, e]\}

(b) The degree of a node is equal to the number of edges to which it belongs; for example,
deg(a) = 3, since a belongs to three edges; [a, b], [a, c] and [a, d]. Similarly, deg(b) = 3,
deg(c) = 4, deg(d) = 2 and deg(e) = 2.

8.2 Consider the multigraphs in Fig. 8.19. Which of them are (a) connected; (b) loop-free (i.e.,
without loops); (c) graphs?

Fig. 8.19
(a) Only multigraphs 1 and 3 are connected.
(b) Only multigraph 4 has a loop (i.e., an edge with the same endpoints).
(c) Only multigraphs 1 and 2 are graphs. Multigraph 3 has multiple edges, and multigraph 4 has multiple edges and a loop.

8.3 Consider the connected graph G in Fig. 8.20. (a) Find all simple paths from node A to node F. (b) Find the distance between A and F. (c) Find the diameter of G. (The diameter of G is the maximum distance existing between any two of its nodes.)

![Fig. 8.20](image)

(a) A simple path from A to F is a path such that no node and hence no edge is repeated. There are seven such simple paths:


(b) The distance from A to F equals 3, since there is a simple path, (A, B, C, F), from A to F of length 3 and there is no shorter path from A to F.

(c) The distance between A and F equals 3, and the distance between any two nodes does not exceed 3; hence the diameter of the graph G equals 3.

8.4 Consider the (directed) graph G in Fig. 8.21. (a) Find all the simple paths from X to Z. (b) Find all the simple paths from Y to Z. (c) Find indeg(Y) and outdeg(Y). (d) Are there any sources or sinks?

![Fig. 8.21](image)

(a) There are three simple paths from X to Z: (X, Z), (X, W, Z) and (X, Y, W, Z).
(b) There is only one simple path from Y to Z: (Y, W, Z).
(c) Since two edges enter \( Y \) (i.e., end at \( Y \)), we have \( \text{indeg}(Y) = 2 \). Since only one edge leaves \( Y \) (i.e., begins at \( Y \)), \( \text{outdeg}(Y) = 1 \).

(d) \( X \) is a source, since no edge enters \( X \) (i.e., \( \text{indeg}(X) = 0 \)) but some edges leave \( X \) (i.e., \( \text{outdeg}(X) > 0 \)). There are no sinks, since each node has a nonzero outdegree (i.e., each node is the initial point of some edge).

8.5 Draw all (nonsimilar) trees with exactly 6 nodes. (A graph \( G \) is similar to a graph \( G' \) if there is a one-to-one correspondence between the set \( V \) of nodes of \( G \) and the set \( V' \) of nodes of \( G' \) such that \((u, v)\) is an edge in \( G \) if and only if the corresponding pair \((u', v')\) of nodes is an edge in \( G' \).)

There are six such trees, which are exhibited in Fig. 8.22. The first tree has diameter 5, the next two diameter 4, the next two diameter 3 and the last one diameter 2. Any other tree with 6 nodes will be similar to one of these trees.

![Fig. 8.22](image)

8.6 Find all spanning trees of the graph \( G \) shown in Fig. 8.23(a). (A tree \( T \) is called a spanning tree of a connected graph \( G \) if \( T \) has the same nodes as \( G \) and all the edges of \( T \) are contained among the edges of \( G \).)

![Fig. 8.23](image)

There are eight such spanning trees, as shown in Fig. 8.23(b). Since \( G \) has 4 nodes, each spanning tree \( T \) must have \( 4 - 1 = 3 \) edges. Thus each spanning tree can be obtained by deleting 2 of the 5 edges of \( G \). This can be done in 10 ways, except that two of them lead to disconnected graphs. Hence the eight spanning trees shown are all the spanning trees of \( G \).

**Sequential Representation of Graphs**

8.7 Consider the graph \( G \) in Fig. 8.21. Suppose the nodes are stored in memory in an array \( \text{DATA} \) as follows:

\[
\text{DATA: } \ X, \ Y, \ Z, \ W
\]
(a) Find the adjacency matrix $A$ of the graph $G$.
(b) Find the path matrix $P$ of $G$ using powers of the adjacency matrix $A$.
(c) Is $G$ strongly connected?

(a) The nodes are normally ordered according to the way they appear in memory; that is, we assume $v_1 = X$, $v_2 = Y$, $v_3 = Z$, and $v_4 = W$. The adjacency matrix $A$ of $G$ follows:

$$A = \begin{pmatrix}
0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}$$

Here $a_{ij} = 1$ if there is a node from $v_i$ to $v_j$ otherwise, $a_{ij} = 0$.

(b) Since $G$ has 4 nodes, compute $A^2$, $A^3$, $A^4$ and $B_4 = A + A^2 + A^3 + A^4$:

$$A^2 = \begin{pmatrix}
0 & 1 & 1 & 2 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
\end{pmatrix} \quad A^3 = \begin{pmatrix}
0 & 1 & 2 & 2 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
\end{pmatrix}$$

$$A^4 = \begin{pmatrix}
0 & 2 & 2 & 3 \\
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 2 \\
0 & 1 & 1 & 1 \\
\end{pmatrix} \quad B_4 = \begin{pmatrix}
0 & 5 & 6 & 8 \\
0 & 1 & 2 & 3 \\
0 & 3 & 3 & 5 \\
0 & 2 & 3 & 5 \\
\end{pmatrix}$$

The path matrix $P$ is now obtained by setting $p_{ij} = 1$ wherever there is a nonzero entry in the matrix $B_4$. Thus

$$P = \begin{pmatrix}
0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 \\
\end{pmatrix}$$

(c) The path matrix shows that there is no path from $v_2$ to $v_1$. In fact, there is no path from any node to $v_1$. Thus $G$ is not strongly connected.

8.8 Consider the graph $G$ in Fig. 8.21 and its adjacency matrix $A$ obtained in Problem 8.7. Find the path matrix $P$ of $G$ using Warshall’s algorithm rather than the powers of $A$.

Compute the matrices $P_0, P_1, P_2, P_3$ and $P_4$ where initially $P_0 = A$ and

$$P_k[i, j] = P_{k-1}[i, j] \lor (P_{k-1}[i, k] \land P_{k-1}[k, j])$$

That is,

$$P_k[i, j] = 1 \text{ if } P_{k-1}[i, j] = 1 \text{ or both } P_{k-1}[i, k] = 1 \text{ and } P_{k-1}[k, j] = 1$$
Then:

\[
P_1 = \begin{pmatrix}
0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix} \quad P_2 = \begin{pmatrix}
0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix} \quad P_3 = \begin{pmatrix}
0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1
\end{pmatrix} \quad P_4 = \begin{pmatrix}
0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1
\end{pmatrix}
\]

Observe that \( P_0 = P_1 = P_2 = A \). The changes in \( P_3 \) occur for the following reasons:

\[
P_3(4, 2) = 1 \quad \text{because} \quad P_2(4, 3) = 1 \quad \text{and} \quad P_2(3, 2) = 1
\]

\[
P_3(4, 4) = 1 \quad \text{because} \quad P_2(4, 3) = 1 \quad \text{and} \quad P_2(3, 4) = 1
\]

The changes in \( P_4 \) occur similarly. The last matrix, \( P_4 \), is the required path matrix \( P \) of the graph \( G \).

8.9 Consider the (undirected) weighted graph \( G \) in Fig. 8.24. Suppose the nodes are stored in memory in an array \( \text{DATA} \) as follows:

\[
\text{DATA: A, B, C, X, Y}
\]

Find the weight matrix \( W = (w_{ij}) \) of the graph \( G \).

![Fig. 8.24](image)

Assuming \( v_1 = A, v_2 = B, v_3 = C, v_4 = X \) and \( v_5 = Y \), we arrive at the following weight matrix \( W \) of \( G \):

\[
W = \begin{pmatrix}
0 & 6 & 0 & 4 & 1 \\
6 & 0 & 5 & 0 & 8 \\
0 & 5 & 0 & 0 & 2 \\
4 & 0 & 0 & 0 & 3 \\
1 & 8 & 2 & 3 & 0
\end{pmatrix}
\]

Here \( w_{ij} \) denotes the weight of the edge from \( v_i \) to \( v_j \). Since \( G \) is undirected, \( W \) is a symmetric matrix, that is, \( w_{ij} = w_{ji} \).
8.10 Suppose $G$ is a graph (undirected) which is cycle-free, that is, without cycles. Let $P = (P_{ij})$ be the path matrix of $G$.

(a) When can an edge $[v_i, v_j]$ be added to $G$ so that $G$ is still cycle-free?
(b) How does the path matrix $P$ change when an edge $[v_i, v_j]$ is added to $G$?

(a) The edge $[v_i, v_j]$ will form a cycle when it is added to $G$ if and only if there already is a path between $v_i$ and $v_j$. Hence the edge may be added to $G$ when $P_{ij} = 0$.
(b) First set $p_{ij} = 1$, since the edge is a path from $v_i$ to $v_j$. Also, set $p_{ji} = 1$ if $p_{ji} = 1$ and $p_{ji} = 1$. In other words, if there are both a path $P_1$ from $v_i$ to $v_j$ and a path $P_2$ from $v_j$ to $v_i$, then $P_1, [v_i, v_j], P_2$ will form a path from $v_i$ to $v_j$.

8.11 A minimum spanning tree $T$ of a weighted graph $G$ is a spanning tree of $G$ (see Problem 8.6) which has the minimum weight among all the spanning trees of $G$.

(a) Describe an algorithm to find a minimum spanning tree $T$ of a weighted graph $G$.
(b) Find a minimum spanning tree $T$ of the graph in Fig. 8.24.

(a) **Algorithm P8.11:** This algorithm finds a minimum spanning tree $T$ of a weighted graph $G$.

1. Order all the edges of $G$ according to increasing weights.
2. Initialize $T$ to be a graph consisting of the same nodes as $G$ and no edges.
3. Repeat the following $M - 1$ times, where $M$ is the number of nodes in $G$:
   Add to $T$ an edge $E$ of $G$ with minimum weight such that $E$ does not form a cycle in $T$.
   [End of loop.]
4. Exit.

Step 3 may be implemented using the results of Solved Problem 8.10. Problem 8.10(a) tells us which edge $e$ may be added to $T$ so that no cycle is formed—i.e., so that $T$ is still cycle-free—and Problem 8.10(b) tells us how to keep track of the path matrix $P$ of $T$ as each edge $e$ is added to $T$.

(b) Apply Algorithm P8.11 to obtain the minimum spanning tree $T$ in Fig. 8.25. Although $[A, X]$ has less weight than $[B, C]$, we cannot add $[A, X]$ to $T$, since it would form a cycle with $[A, Y]$ and $[Y, X]$.

![Fig. 8.25](image)
8.12 Suppose a weighted graph \( G \) is maintained in memory by a node array \( \text{DATA} \) and a weight matrix \( W \) as follows:

\[
\begin{align*}
\text{DATA: X, Y, S, T} \\
W = \begin{pmatrix}
0 & 0 & 3 & 0 \\
5 & 0 & 1 & 7 \\
2 & 0 & 0 & 4 \\
0 & 6 & 8 & 0
\end{pmatrix}
\end{align*}
\]

Draw a picture of \( G \).

The picture appears in Fig. 8.26. The nodes are labeled by the entries in \( \text{DATA} \). If \( w_{ij} \neq 0 \), then there is an edge from \( v_i \) to \( v_j \) with weight \( w_{ij} \). (We assume \( v_1 = X, v_2 = Y, v_3 = S \) and \( v_4 = T \), the order in which the nodes appear in the array \( \text{DATA} \).)

![Fig. 8.26](image)

**Linked Representation of Graphs**

8.13 A graph \( G \) is stored in memory as follows:

<table>
<thead>
<tr>
<th>NODE</th>
<th>A</th>
<th>B</th>
<th>E</th>
<th>D</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEXT</td>
<td>7</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>ADJ</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>7</td>
<td>9</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\text{START} & = 1, \ \text{AVAILN} = 5 \\
\text{DEST} & \begin{pmatrix}
2 & 6 & 4 \\
10 & 3 & 6
\end{pmatrix} \\
\text{LINK} & \begin{pmatrix}
0 & 0 & 4 & 0 & 0 \\
0 & 0 & 4 & 0 & 0
\end{pmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{AVAILE} & = 8
\end{align*}
\]

Draw the graph \( G \).

First find the neighbors of each \( \text{NODE}[K] \) by traversing its adjacency list, which has the pointer \( \text{ADJ}[K] \). This yields:

\[
\begin{align*}
\text{A:} & \quad 2(\text{B}) \text{ and } 6(\text{D}) \\
\text{B:} & \quad 6(\text{D}), 4(\text{E}) \text{ and } 7(\text{C}) \\
\text{C:} & \quad 4(\text{E}) \\
\text{E:} & \quad 6(\text{D}) \\
\text{D:} & \quad 4(\text{E})
\end{align*}
\]

Then draw the diagram as in Fig. 8.27.
8.14 Find the changes in the linked representation of the graph \( G \) in Problem 8.13 if the following operations occur: (a) Node \( F \) is added to \( G \). (b) Edge \((B, E)\) is deleted from \( G \). (c) Edge \((A, F)\) is added to \( G \). Draw the resultant graph \( G \).

(a) The node list is not sorted, so \( F \) is inserted at the beginning of the list, using the first available free node as follows:

\[
\begin{array}{c|c|c|c|c|c|c|}
\text{START} = 5 & \text{NODE} & A & B & E & F & D & C \\
\text{AVAILN} = 8 & \text{NEXT} & 7 & 4 & 0 & 6 & 1 & 0 \\
& \text{ADJ} & 1 & 2 & 5 & 0 & 7 & 9 \\
& & 1 & 2 & 3 & 4 & 5 & 6 \quad 7 \quad 8
\end{array}
\]

Observe that the edge list does not change.

(b) Delete \( \text{LOC} = 4 \) of node \( E \) from the adjacency list of node \( B \) as follows:

\[
\begin{array}{c|c|c|c|c|c|c|}
\text{AVAILE} = 3 & \text{DEST} & 2 & 6 & 6 & 7 & 4 & 4 & 6 \\
\text{LINK} & 10 & 6 & 8 & 0 & 0 & 0 & 4 & 0 & 0 \\
& & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array}
\]

Observe that the node list does not change.

(c) The location \( \text{LOC} = 5 \) of the node \( F \) is inserted at the beginning of the adjacency list of the node \( A \), using the first available free edge. The changes are as follows:

\[
\begin{array}{c|c|c|c|c|c|c|c|}
\text{ADJ[1]} = 3 & \text{DEST} & 2 & 6 & 5 & 6 & 7 & 4 & 4 & 6 \\
\text{AVAILE} = 8 & \text{LINK} & 10 & 6 & 1 & 0 & 0 & 0 & 4 & 0 & 0 \\
& & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10
\end{array}
\]

The only change in the node list is the \( \text{ADJ[1]} = 3 \). (Observe that the shading indicates the changes in the lists.) The updated graph \( G \) appears in Fig. 8.28.

Fig. 8.28
8.15 Suppose a graph $G$ is maintained in memory in the form

\[
\text{GRAPH(NODE, NEXT, ADJ, START, DEST, LINK)}
\]

Write a procedure which finds the indegree $\text{INDEG}$ and the outdegree $\text{OUTDEG}$ of each node of $G$.

First we traverse the node list, using the pointer $\text{PTR}$ in order to initialize the arrays $\text{INDEG}$ and $\text{OUTDEG}$ to zero. Then we traverse the node list, using the pointer $\text{PTRA}$, and for each value of $\text{PTRA}$, we traverse the list of neighbors of $\text{NODE[PTRA]}$, using the pointer $\text{PTRB}$. Each time an edge is encountered, $\text{PTRA}$ gives the location of its initial node and $\text{DEST[PTRB]}$ gives the location of its terminal node. Accordingly, each edge updates the arrays $\text{INDEG}$ and $\text{OUTDEG}$ as follows:

\[
\text{OUTDEG[PTRA]} := \text{OUTDEG[PTRA]} + 1
\]

and

\[
\text{INDEG[DEST[PTRB]]} := \text{INDEG[DEST[PTRB]]} + 1
\]

The formal procedure follows.

**Procedure P8.15:** DEGREE(NODE, NEXT, ADJ, START, DEST, LINK, INDEG, OUTDEG)

This procedure finds the indegree $\text{INDEG}$ and outdegree $\text{OUTDEG}$ of each node in the graph $G$ in memory.

1. [Initialize arrays INDEG and OUTDEG.]
   
   (a) Set $\text{PTR} := \text{START}$.  
   (b) Repeat while $\text{PTR} \neq \text{NULL}$: [Traverses node list.]
       
       (i) Set $\text{INDEG[PTR]} := 0$ and $\text{OUTDEG[PTR]} := 0$.  
       (ii) Set $\text{PTR} := \text{NEXT[PTR]}$.  
       [End of loop.]
   2. Set $\text{PTRA} := \text{START}$.  
   3. Repeat Steps 4 to 6 while $\text{PTRA} \neq \text{NULL}$: [Traverses node list.]
   4. Set $\text{PTRB} := \text{ADJ[PTRA]}$.  
   5. Repeat while $\text{PTRB} \neq \text{NULL}$: [Traverses list of neighbors.]
      
      (a) Set $\text{OUTDEG[PTRA]} := \text{OUTDEG[PTRA]} + 1$ and
          
          $\text{INDEG[DEST[PTRB]]} := \text{INDEG[DEST[PTRB]]} + 1$.  
      (b) Set $\text{PTRB} := \text{LINK[PTRB]}$.  
      [End of inner loop using pointer $\text{PTRB}$.]
   6. Set $\text{PTRA} := \text{NEXT[PTRA]}$.  
      [End of Step 3 outer loop using the pointer $\text{PTRA}$.]  
   7. Return.
8.16 Suppose $G$ is a finite undirected graph. Then $G$ consists of a finite number of disjoint connected components. Describe an algorithm which finds the number $\text{NCOMP}$ of connected components of $G$. Furthermore, the algorithm should assign a component number $\text{COMP}(N)$ to every node $N$ in the same connected component of $G$ such that the component numbers range from 1 to $\text{NCOMP}$.

The general idea of the algorithm is to use a breadth-first or depth-first search to find all nodes $N$ reachable from a starting node $A$ and to assign them the same component number. The algorithm follows.

**Algorithm P8.16:** Finds the connected components of an undirected graph $G$.

1. Initially set $\text{COMP}(N) := 0$ for every node $N$ in $G$, and initially set $L := 0$.
2. Find a node $A$ such that $\text{COMP}(A) = 0$. If no such node $A$ exists, then:
   - Set $\text{NCOMP} := L$, and Exit.
   - Else:
     - Set $L := L + 1$ and set $\text{COMP}(A) := L$.
3. Find all nodes $N$ in $G$ which are reachable from $A$ (using a breadth-first search or a depth-first search) and set $\text{COMP}(N) = L$ for each such node $N$.
4. Return to Step 2.

**Linked Representation of Graphs**

8.17 Suppose $G$ is an undirected graph with $m$ nodes $v_1, v_2, \ldots, v_m$ and $n$ edges $e_1, e_2, \ldots, e_n$. The *incidence matrix* of $G$ is the $m \times n$ matrix $M = (m_{ij})$ where

$$m_{ij} = \begin{cases} 1 & \text{if node } v_i \text{ belongs to edge } e_j \\ 0 & \text{otherwise} \end{cases}$$

Find the incidence matrix $M$ of the graph $G$ in Fig. 8.29.

![Fig. 8.29](image)

Since $G$ has 4 nodes and 5 edges, $M$ is a $4 \times 5$ matrix. Set $m_{ij} = 1$ if $v_i$ belongs to $e_j$. This yields the following matrix $M$: [Matrix Representation]
8.18 Suppose \( u \) and \( v \) are distinct nodes in an undirected graph \( G \). Prove:

(a) If there is a path \( P \) from \( u \) to \( v \), then there is a simple path \( Q \) from \( u \) to \( v \).

(b) If there are two distinct paths \( P_1 \) and \( P_2 \) from \( u \) to \( v \), then \( G \) contains a cycle.

(a) Suppose \( P = (v_0, v_1, ..., v_n) \) where \( u = v_0 \) and \( v = v_n \). If \( v_j = v_p \), then

\[
P' = (v_0, ..., v_j, v_{j+1}, ..., v_n)
\]

is a path from \( u \) to \( v \) which is shorter than \( P \). Repeating this process, we finally obtain a path \( Q \) from \( u \) to \( v \) whose nodes are distinct. Thus \( Q \) is a simple path from \( u \) to \( v \).

(b) Let \( w \) be a node in \( P_1 \) and \( P_2 \) such that the next nodes in \( P_1 \) and \( P_2 \) are distinct. Let \( w' \) be the first node following \( w \) which lies on both \( P_1 \) and \( P_2 \). (See Fig. 8.30.) Then the subpaths of \( P_1 \) and \( P_2 \) between \( w \) and \( w' \) have no nodes in common except \( w \) and \( w' \); hence these two subpaths form a cycle.

![Fig. 8.30](image)

8.19 Prove Proposition 8.2: Let \( A \) be the adjacency matrix of a graph \( G \). Then \( a_K(i, j) \), the \( ij \) entry in the matrix \( A^K \), gives the number of paths of length \( K \) from \( v_i \) to \( v_j \).

The proof is by induction on \( K \). Note first that a path of length 1 from \( v_i \) to \( v_j \) is precisely an edge \((v_i, v_j)\). By definition of the adjacency matrix \( A \), \( a_1(i, j) = a_{ij} \) gives the number of edges from \( v_i \) to \( v_j \). Hence the proposition is true for \( K = 1 \).

Suppose \( K > 1 \). (Assume \( G \) has \( m \) nodes.) Since \( A^K = A^{K-1} A \),

\[
a_K(i, j) = \sum_{s=1}^{m} a_{K-1}(i, s) a_i(s, j)
\]

By induction, \( a_{K-1}(i, s) \) gives the number of paths of length \( K - 1 \) from \( v_i \) to \( v_s \), and \( a_i(s, j) \) gives the number of paths of length 1 from \( v_s \) to \( v_j \). Thus \( a_{K-1}(i, s) a_i(s, j) \) gives the number of paths of length \( K \) from \( v_i \) to \( v_j \) where \( v_s \) is the next-to-last node. Thus all the paths of length \( K \) from \( v_i \) to \( v_j \) can be obtained by summing up the \( a_{K-1}(i, s) a_i(s, j) \) for all \( s \). That is, \( a_K(i, j) \) is the number of paths of length \( K \) from \( v_i \) to \( v_j \). Thus the proposition is proved.

8.20 Suppose \( G \) is a finite undirected graph without cycles. Prove each of the following:

(a) If \( G \) has at least one edge, then \( G \) has a node \( v \) with degree 1.

(b) If \( G \) is connected—so that \( G \) is a tree—and if \( G \) has \( m \) nodes, then \( G \) has \( m - 1 \) edges.
(c) If \( G \) has \( m \) nodes and \( m - 1 \) edges, then \( G \) is a tree.

(a) Let \( P = (v_0, v_1, \ldots, v_n) \) be a simple path of maximum length. Suppose \( \deg(v_0) \neq 1 \), and assume \( [u, v_0] \) is an edge and \( u \neq v_i \). If \( u = v_i \) for \( i > 1 \), then \( C = (v_i, v_0, \ldots, v_n) \) is a cycle. If \( u \neq v_i \), then \( P' = (u, v_0, \ldots, v_n) \) is a simple path with length greater than \( P \). Each case leads to a contradiction. Hence \( \deg(v_0) = 1 \).

(b) The proof is by induction on \( m \). Suppose \( m = 1 \). Then \( G \) consists of an isolated node and \( G \) has \( m - 1 = 0 \) edges. Hence the result is true for \( m = 1 \). Suppose \( m > 1 \). Then \( G \) has a node \( v \) such that \( \deg(v) = 1 \). Delete \( v \) and its only edge \([v, v']\) from the graph \( G \) to obtain the graph \( G' \). Then \( G \) is still connected and \( G \) is a tree with \( m - 1 \) nodes. By induction, \( G' \) has \( m - 2 \) edges. Hence \( G \) has \( m - 1 \) edges. Thus the result is true.

(c) Let \( T_1, T_2, \ldots, T_s \) denote the connected components of \( G \). Then each \( T_i \) is a tree. Hence each \( T_i \) has one more node than edges. Hence \( G \) has \( s \) more nodes than edges. But \( G \) has only one more node than edges. Hence \( s = 1 \) and \( G \) is a tree.

**Graph Terminology**

8.1 Consider the undirected graph \( G \) in Fig. 8.31. Find (a) all simple paths from node \( A \) to node \( H \), (b) the diameter of \( G \) and (c) the degree of each node.

![Fig. 8.31](image)

8.2 Which of the multigraphs in Fig. 8.32 are (a) connected, (b) loop-free (i.e., without loops) and (c) graphs?

![Fig. 8.32](image)

8.3 Consider the directed graph \( G \) in Fig. 8.33. (a) Find the indegree and outdegree of each node. (b) Find the number of simple paths from \( v_1 \) to \( v_4 \). (c) Are there any sources or sinks?
8.4 Draw all (nonsimilar) trees with 5 or fewer nodes. (There are eight such trees.)

8.5 Find the number of spanning trees of the graph $G$ in Fig. 8.34.

Sequential Representation of Graphs; Weighted Graphs

8.6 Consider the graph $G$ in Fig. 8.35. Suppose the nodes are stored in memory in an array $DATA$ as follows:

$$DATA: X, Y, Z, S, T$$

(a) Find the adjacency matrix $A$ of $G$. (b) Find the path matrix $P$ of $G$. (c) Is $G$ strongly connected?

8.7 Consider the weighted graph $G$ in Fig. 8.36. Suppose the nodes are stored in an array $DATA$ as follows:

$$DATA: X, Y, S, T$$

(a) Find the weight matrix $W$ of $G$. (b) Find the matrix $Q$ of shortest paths using Warshall's Algorithm 8.2.
8.8 Find a minimum spanning tree of the graph G in Fig. 8.37.

8.9 The following is the incidence matrix $M$ of an undirected graph $G$:

$$
M = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 1 & 1 & 0 & 0
\end{pmatrix}
$$

(Note that $G$ has 5 nodes and 8 edges.) Draw $G$ and find its adjacency matrix $A$.

8.10 The following is the adjacency matrix $A$ of an undirected graph $G$:

$$
A = \begin{pmatrix}
0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 1 & 0
\end{pmatrix}
$$

(Note that $G$ has 5 nodes.) Draw $G$ and find its incidence matrix $M$.

**Linked Representation of Graphs**

8.11 Suppose a graph $G$ is stored in memory as follows:
Draw the graph $G$.

8.12 Find the changes in the linked representation of the graph $G$ in Supplementary Problem 8.11 if edge (C, E) is deleted and edge (D, E) is inserted.

8.13 Find the changes in the linked representation of the graph $G$ in Supplementary Problem 8.11 if a node F and the edges (E, F) and (F, D) are inserted into $G$.

8.14 Find the changes in the linked representation of the graph $G$ in Supplementary Problem 8.11 if the node B is deleted from $G$.

Supplementary Problems 8.15 to 8.18 refer to a graph $G$ which is maintained in memory by a linked representation:

\[
\text{GRAPH(NODE, NEXT, ADJ, START, AVAILN, DEST, LINK, AVALIDE)}
\]

8.15 Write a procedure to supplement each of the following:
   (a) Print the list of successors of a given node ND.
   (b) Print the list of predecessors of a given node ND.

8.16 Write a procedure which determines whether or not $G$ is an undirected graph.

8.17 Write a procedure which finds the number $M$ of nodes of $G$ and then finds the $M \times M$ adjacency matrix $A$ of $G$. (The nodes are ordered according to their order in the node list of $G$.)

8.18 Write a procedure which determines whether there are any sources or sinks in $G$.

Supplementary Problems 8.19 to 8.20 refer to a weighted graph $G$ which is stored in memory using a linked representation as follows:

\[
\text{GRAPH(NODE, NEXT, ADJ, START, AVAILN, WEIGHT, DEST, LINK, AVALIDE)}
\]

8.19 Write a procedure which finds the shortest path from a given node NA to a given node NB.
8.20 Write a procedure which finds the longest simple path from a given node NA to a given node NB.

**PROGRAMMING PROBLEMS**

8.1 Suppose a graph $G$ is input by means of an integer $M$, representing the nodes 1, 2, ..., $M$, and a list of $N$ ordered pairs of the integers, representing the edges of $G$. Write a procedure for each of the following:

(a) To find the $M \times M$ adjacency matrix $A$ of the graph $G$.
(b) To use the adjacency matrix $A$ and Warshall’s algorithm to find the path matrix $P$ of the graph $G$.

Test the above using the following data:

(i) $M = 5$; $N = 8$; (3, 4), (5, 3), (2, 4), (1, 5), (3, 2), (4, 2), (3, 1), (5, 1).
(ii) $M = 6$; $N = 10$; (1, 6), (2, 1), (2, 3), (3, 5), (4, 5), (4, 2), (2, 6), (5, 3), (4, 3), (6, 4).

8.2 Suppose a weighted graph $G$ is input by means of an integer $M$, representing the nodes 1, 2, ..., $M$, and a list of $N$ ordered triplets $(a_i, b_i, w_i)$ of integers such that the pair $(a_i, b_i)$ is an edge of $G$ and $w_i$ is its weight. Write a procedure for each of the following:

(a) To find the $M \times M$ weight matrix $W$ of the graph $G$.
(b) To use the weight matrix $W$ and Warshall’s Algorithm 8.2 to find the matrix $Q$ of shortest paths between the nodes.

Test the above using the following data:

(i) $M = 4$; $N = 7$; (1, 2, 5), (2, 4, 2), (3, 2, 3), (1, 1, 7), (4, 1, 4), (4, 3, 1). (Compare with Example 8.4.)
(ii) $M = 5$; $N = 8$; (3, 5, 3), (4, 1, 2), (5, 2, 2), (1, 5, 5), (1, 3, 1), (2, 4, 1), (3, 4, 4), (5, 4, 4).

8.3 Suppose an empty graph $G$ is stored in memory using the linked representation

```
GRAPH(NODE, NEXT, ADJ, START, AVAILN, DEST, LINK, AVAILE)
```

Assume NODE has space for 8 nodes and DEST has space for 12 edges. Write a program which executes the following operations on $G$:

(a) Inputs nodes $A$, $B$, $C$ and $D$
(b) Inputs edges $(A, B)$, $(A, C)$, $(C, B)$, $(D, A)$, $(B, D)$ and $(C, D)$
(c) Inputs nodes $E$ and $F$
(d) Inputs edges $(B, E)$, $(F, E)$, $(D, F)$ and $(F, B)$
(e) Deletes edges $(D, A)$ and $(B, D)$
(f) Deletes node $A$

Programming Problems 8.4 to 8.5 refer to the data in Fig. 8.38, where the cities are stored as a binary search tree.
8.4 Write a procedure with input CITYA and CITYB which finds the flight number and cost of the flight from city A to city B, if a flight exists. Test the procedure using (a) CITYA = Chicago, CITYB = Boston; (b) CITYA = Washington, CITYB = Denver; and (c) CITYA = New York, CITYB = Philadelphia.
8.5 Write a procedure with input CITYA and CITYB which finds the way to fly from city A to city B with a minimum number of stops, and also finds its cost. Test the procedure using (a) CITYA = Boston, CITYB = Houston; (b) CITYA = Denver, CITYB = Washington; and (c) CITYA = New York, CITYB = Atlanta.

8.6 Write a procedure with input CITYA and CITYB which finds the cheapest way to fly from city A to city B and also finds the cost. Test the procedure using data in Programming Problem 8.5. (Compare the results.)

8.7 Write a procedure which deletes a record from the file given the flight number NUMB. Test the program using (a) NUMB = 503 and NUMB = 504 and (b) NUMB = 303 and NUMB = 304.

8.8 Write a procedure which inputs a record of the form

\[(\text{NUMBNEW, PRICENEW, ORIGINEW, DESTNEW})\]

Test the procedure using the following data:

(a) NUMBNEW = 505, PRICENEW = 80, ORIGINEW = Chicago, DESTNEW = Denver
   NUMBNEW = 506, PRICENEW = 80, ORIGINEW = Denver, DESTNEW = Chicago
(b) NUMBNEW = 601, PRICENEW = 70, ORIGINEW = Atlanta, DESTNEW = Miami
   NUMBNEW = 602, PRICENEW = 70, ORIGINEW = Miami, DESTNEW = Atlanta

(Note that a new city may have to be inserted into the binary search tree of cities.)

8.9 Translate the topological sort algorithm into a program which sorts a graph \(G\). Assume \(G\) is input by its set \(V\) of nodes and its set \(E\) of edges. Test the program using the nodes A, B, C, D, X, Y, Z, S and T and the edges

(a) (A, Z), (S, Z), (X, D), (B, T), (C, B), (Y, X), (Z, X), (S, C) and (Z, B)
(b) (A, Z), (D, Y), (A, X), (Y, B), (S, Y), (C, T), (X, S), (B, A), (C, S) and (X, T)
(c) (A, C), (B, Z), (Y, A), (Z, X), (D, Z), (A, S), (B, T), (Z, Y), (T, Y) and (X, A)

8.10 Write a program which finds the number of connected components of an unordered graph \(G\) and also assigns a component number to each of its nodes. Assume \(G\) is input by its set \(V\) of nodes and its set \(E\) of (undirected) edges. Test the program using the nodes A, B, C, D, X, Y, Z, S and T and the edges:

(a) [A, X], [B, T], [Y, C], [S, Z], [D, T], [A, S], [Z, A], [D, B] and [X, S]
(b) [Z, C], [D, B], [A, X], [S, C], [D, T], [X, S], [Y, B], [T, B] and [S, Z]
Chapter Nine

Sorting and Searching

9.1 INTRODUCTION

Sorting and searching are fundamental operations in computer science. Sorting refers to the operation of arranging data in some given order, such as increasing or decreasing, with numerical data, or alphabetically, with character data. Searching refers to the operation of finding the location of a given item in a collection of items.

There are many sorting and searching algorithms. Some of them, such as heapsort and binary search, have already been discussed throughout the text. The particular algorithm one chooses depends on the properties of the data and the operations one may perform on the data. Accordingly, we will want to know the complexity of each algorithm; that is, we will want to know the running time \( f(n) \) of each algorithm as a function of the number \( n \) of input items. Sometimes, we will also discuss the space requirements of our algorithms.

Sorting and searching frequently apply to a file of records, so we recall some standard terminology. Each record in a file \( F \) can contain many fields, but there may be one particular field whose values uniquely determine the records in the file. Such a field \( K \) is called a primary key, and the values \( k_1, k_2, \ldots \) in such a field are called keys or key values. Sorting the file \( F \) usually refers to sorting \( F \) with respect to a particular primary key, and searching in \( F \) refers to searching for the record with a given key value.

This chapter will first investigate sorting algorithms and then investigate searching algorithms. Some texts treat searching before sorting.
9.2 SORTING

Let $A$ be a list of $n$ elements $A_1, A_2, ..., A_n$ in memory. Sorting $A$ refers to the operation of rearranging the contents of $A$ so that they are increasing in order (numerically or lexicographically), that is, so that

$$A_1 \leq A_2 \leq A_3 \leq \cdots \leq A_n$$

Since $A$ has $n$ elements, there are $n!$ ways that the contents can appear in $A$. These ways correspond precisely to the $n!$ permutations of $1, 2, ..., n$. Accordingly, each sorting algorithm must take care of these $n!$ possibilities.

**Example 9.1**

Suppose an array DATA contains 8 elements as follows:

| DATA: 77, 33, 44, 11, 88, 22, 66, 55 |

After sorting, DATA must appear in memory as follows:

| DATA: 11, 22, 33, 44, 55, 66, 77, 88 |

Since DATA consists of 8 elements, there are $8! = 40320$ ways that the numbers 11, 22, ..., 88 can appear in DATA.

**Complexity of Sorting Algorithms**

The complexity of a sorting algorithm measures the running time as a function of the number $n$ of items to be sorted. We note that each sorting algorithm $S$ will be made up of the following operations, where $A_1, A_2, ..., A_n$ contain the items to be sorted and $B$ is an auxiliary location:

- (a) Comparisons, which test whether $A_i < A_j$ or test whether $A_i < B$
- (b) Interchanges, which switch the contents of $A_i$ and $A_j$ or of $A_i$ and $B$
- (c) Assignments, which set $B := A_i$ and then set $A_j := B$ or $A_j := A_i$

Normally, the complexity function measures only the number of comparisons, since the number of other operations is at most a constant factor of the number of comparisons.

There are two main cases whose complexity we will consider; the worst case and the average case. In studying the average case, we make the probabilistic assumption that all the $n!$ permutations of the given $n$ items are equally likely. (The reader is referred to Sec. 2.5 for a more detailed discussion of complexity.)

Previously, we have studied the bubble sort (Sec. 4.6), quicksort (Sec. 6.6) and heapsort (Sec. 7.10). The approximate number of comparisons and the order of complexity of these algorithms are summarized in the following table:
### Sorting and Searching

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Worst Case</th>
<th>Average Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubble Sort</td>
<td>(\frac{n(n-1)}{2} = O(n^2))</td>
<td>(\frac{n(n-1)}{2} = O(n^2))</td>
</tr>
<tr>
<td>Quicksort</td>
<td>(\frac{n(n+3)}{2} = O(n^2))</td>
<td>1.4n log n = O(n log n)</td>
</tr>
<tr>
<td>Heapsort</td>
<td>3n log n = O(n log n)</td>
<td>3n log n = O(n log n)</td>
</tr>
</tbody>
</table>

Note first that the bubble sort is a very slow way of sorting; its main advantage is the simplicity of the algorithm. Observe that the average-case complexity (n log n) of heapsort is the same as that of quicksort, but its worst-case complexity (n log n) seems quicker than quicksort (n²). However, empirical evidence seems to indicate that quicksort is superior to heapsort except on rare occasions.

### Lower Bounds

The reader may ask whether there is an algorithm which can sort n items in time of order less than \(O(n \log n)\). The answer is no. The reason is indicated below.

Suppose S is an algorithm which sorts \(n\) items \(a_1, a_2, \ldots, a_n\). We assume there is a decision tree \(T\) corresponding to the algorithm \(S\) such that \(T\) is an extended binary search tree where the external nodes correspond to the \(n\) ways that \(n\) items can appear in memory and where the internal nodes correspond to the different comparisons that may take place during the execution of the algorithm \(S\). Then the number of comparisons in the worst case for the algorithm \(S\) is equal to the length of the longest path in the decision tree \(T\) or, in other words, the depth \(D\) of the tree, \(T\). Moreover, the average number of comparisons for the algorithm \(S\) is equal to the average external path length \(\bar{E}\) of the tree \(T\).

Figure 9.1 shows a decision tree \(T\) for sorting \(n = 3\) items. Observe that \(T\) has \(n! = 3! = 6\) external nodes. The values of \(D\) and \(\bar{E}\) for the tree follow:

\[D = 3 \quad \text{and} \quad \bar{E} = \frac{1}{6}(2 + 3 + 3 + 3 + 3 + 2) = 2.667\]

Consequently, the corresponding algorithm \(S\) requires at most (worst case) \(D = 3\) comparisons and, on the average, \(\bar{E} = 2.667\) comparisons to sort the \(n = 3\) items.

Accordingly, studying the worst-case and average-case complexity of a sorting algorithm \(S\) is reduced to studying the values of \(D\) and \(\bar{E}\) in the corresponding decision tree \(T\). First, however, we recall some facts about extended binary trees (Sec. 7.11). Suppose \(T\) is an extended binary tree with \(N\) external nodes, depth \(D\) and external path length \(E(T)\). Any such tree cannot have more than \(2^D\) external nodes, and so

\[2^D \geq N \quad \text{or equivalently} \quad D \geq \log N\]
Furthermore, $T$ will have a minimum external path length $E(L)$ among all such trees with $N$ nodes when $T$ is a complete tree. In such a case,

$$E(L) = N \log N + O(N) \geq N \log N$$

The $N \log N$ comes from the fact that there are $N$ paths with length $\log N$ or $\log N + 1$, and the $O(N)$ comes from the fact that there are at most $N$ nodes on the deepest level. Dividing $E(L)$ by the number $N$ of external paths gives the average external path length $\bar{E}$. Thus, for any extended binary tree $T$ with $N$ external nodes,

$$\bar{E} = \frac{E(L)}{N} \geq \frac{N \log N}{N} = \log N$$

Now suppose $T$ is the decision tree corresponding to a sorting algorithm $S$ which sorts $n$ items. Then $T$ has $n!$ external nodes. Substituting $n!$ for $N$ in the above formulas yields

$$D \geq \log n! = n \log n \text{ and } \bar{E} \geq \log n! = n \log n$$

The condition $\log n! = n \log n$ comes from Stirling's formula, that

$$n! \approx \sqrt{2\pi n} \left(\frac{n}{e}\right)^n \left(1 + \frac{1}{12n} + \ldots\right)$$

Thus $n \log n$ is a lower bound for both the worst case and the average case. In other words, $O(n \log n)$ is the best possible for any sorting algorithm which sorts $n$ items.

**Sorting Files; Sorting Pointers**

Suppose a file $F$ of records $R_1, R_2, \ldots, R_n$ is stored in memory. "Sorting $F$" refers to sorting $F$ with respect to some field $K$ with corresponding values $k_1, k_2, \ldots, k_n$. That is, the records are ordered so that

$$k_1 \leq k_2 \leq \cdots \leq k_n$$
The field \( K \) is called the sort key. (Recall that \( K \) is called a primary key if its values uniquely determine the records in \( F \).) Sorting the file with respect to another key will order the records in another way.

**Example 9.2**

Suppose the personnel file of a company contains the following data on each of its employees:

<table>
<thead>
<tr>
<th>Name</th>
<th>Social Security Number</th>
<th>Sex</th>
<th>Monthly Salary</th>
</tr>
</thead>
</table>

Sorting the file with respect to the Name key will yield a different order of the records than sorting the file with respect to the Social Security Number key. The company may want to sort the file according to the Salary field even though the field may not uniquely determine the employees. Sorting the file with respect to the Sex key will likely be useless; it simply separates the employees into two subfiles, one with the male employees and one with the female employees.

Sorting a file \( F \) by reordering the records in memory may be very expensive when the records are very long. Moreover, the records may be in secondary memory, where it is even more time-consuming to move records into different locations. Accordingly, one may prefer to form an auxiliary array \( \text{POINT} \) containing pointers to the records in memory and then sort the array \( \text{POINT} \) with respect to a field \( \text{KEY} \) rather than sorting the records themselves. That is, we sort \( \text{POINT} \) so that

\[
\text{KEY}[\text{POINT}[1]] \leq \text{KEY}[\text{POINT}[2]] \leq \cdots \leq \text{KEY}[\text{POINT}[N]]
\]

Note that choosing a different field \( \text{KEY} \) will yield a different order of the array \( \text{POINT} \).

**Example 9.3**

Figure 9.2(a) shows a personnel file of a company in memory. Figure 9.2(b) shows three arrays, \( \text{POINT} \), \( \text{PTRNAME} \) and \( \text{PTRSSN} \). The array \( \text{POINT} \) contains the locations of the records in memory, \( \text{PTRNAME} \) shows the pointers sorted according to the NAME field, that is,

\[
\text{NAME}[\text{PTRNAME}[1]] < \text{NAME}[\text{PTRNAME}[2]] < \cdots < \text{NAME}[\text{PTRNAME}[9]]
\]

and \( \text{PTRSSN} \) shows the pointers sorted according to the SSN field, that is,

\[
\text{SSN}[\text{PTRSSN}[1]] < \text{SSN}[\text{PTRSSN}[2]] < \cdots < \text{SSN}[\text{PTRSSN}[9]]
\]

Given the name (EMP) of an employee, one can easily find the location of NAME in memory using the array \( \text{PTRNAME} \) and the binary search algorithm. Similarly, given the social security number \( \text{NUMB} \) of an employee, one can easily find the location of the employee's record in memory by using the array \( \text{PTRSSN} \) and the binary search algorithm. Observe, also, that it is not even necessary for the records to appear in successive memory locations. Thus inserting and deleting records can easily be done.
9.3 INSERTION SORT


\[
\]

Pass \( N \). \( A[N] \) is inserted into its proper place in \( A[1], A[2], \ldots, A[N - 1] \) so that:

\[
A[1], A[2], \ldots, A[N] \text{ is sorted.}
\]

This sorting algorithm is frequently used when \( n \) is small. For example, this algorithm is very popular with bridge players when they are first sorting their cards.


The algorithm is simplified if there always is an element \( A[J] \) such that \( A[J] \leq A[K] \); otherwise accomplished by introducing a sentinel element \( A[0] = -\infty \) (or a very small number).

Example 9.4

Suppose an array \( A \) contains 8 elements as follows:

\[
77, 33, 44, 11, 88, 22, 66, 55
\]

Figure 9.3 illustrates the insertion sort algorithm. The circled element indicates the \( A[K] \) in each pass of the algorithm, and the arrow indicates the proper place for inserting \( A[K] \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>K = 1</td>
<td>( -\infty )</td>
<td>77</td>
<td>33</td>
<td>44</td>
<td>11</td>
<td>88</td>
<td>22</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 2</td>
<td>( -\infty )</td>
<td>77</td>
<td>33</td>
<td>44</td>
<td>11</td>
<td>88</td>
<td>22</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 3</td>
<td>( -\infty )</td>
<td>33</td>
<td>77</td>
<td>44</td>
<td>11</td>
<td>88</td>
<td>22</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 4</td>
<td>( -\infty )</td>
<td>33</td>
<td>44</td>
<td>77</td>
<td>11</td>
<td>88</td>
<td>22</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 5</td>
<td>( -\infty )</td>
<td>11</td>
<td>33</td>
<td>44</td>
<td>77</td>
<td>88</td>
<td>22</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 6</td>
<td>( -\infty )</td>
<td>11</td>
<td>33</td>
<td>44</td>
<td>77</td>
<td>88</td>
<td>22</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 7</td>
<td>( -\infty )</td>
<td>11</td>
<td>22</td>
<td>33</td>
<td>44</td>
<td>77</td>
<td>88</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 8</td>
<td>( -\infty )</td>
<td>11</td>
<td>22</td>
<td>33</td>
<td>44</td>
<td>66</td>
<td>77</td>
<td>88</td>
<td>55</td>
</tr>
<tr>
<td>Sorted</td>
<td>( -\infty )</td>
<td>11</td>
<td>22</td>
<td>33</td>
<td>44</td>
<td>55</td>
<td>66</td>
<td>77</td>
<td>88</td>
</tr>
</tbody>
</table>

Fig. 9.3 Insertion Sort for \( n = 8 \) Items

The formal statement of our insertion sort algorithm follows.

Algorithm 9.1: (Insertion Sort) INSERTION(\( A, N \)).

This algorithm sorts the array \( A \) with \( N \) elements.

1. Set \( A[0] := -\infty \). [Initializes sentinel element.]
2. Repeat Steps 3 to 5 for \( K = 2, 3, \ldots, N \):
4. Repeat while \( TEMP < A[PTR] \):
   (b) Set \( PTR := PTR - 1 \).
   [End of loop.]
6. Return.
Observe that there is an inner loop which is essentially controlled by the variable PTR, and there is an outer loop which uses K as an index.

**Complexity of Insertion Sort**

The number $f(n)$ of comparisons in the insertion sort algorithm can be easily computed. First of all, the worst case occurs when the array $A$ is in reverse order and the inner loop must use the maximum number $K - 1$ of comparisons. Hence

$$f(n) = 1 + 2 + \cdots + (n - 1) = \frac{n(n - 1)}{2} = O(n^2)$$

Furthermore, one can show that, on the average, there will be approximately $(K - 1)/2$ comparisons in the inner loop. Accordingly, for the average case,

$$f(n) = \frac{1}{2} + \frac{2}{2} + \cdots + \frac{n - 1}{2} = \frac{n(n - 1)}{4} = O(n^2)$$

Thus the insertion sort algorithm is a very slow algorithm when $n$ is very large.

The above results are summarized in the following table:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Worst Case</th>
<th>Average Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertion Sort</td>
<td>$\frac{n(n - 1)}{2}$ = $O(n^2)$</td>
<td>$\frac{n(n - 1)}{4}$ = $O(n^2)$</td>
</tr>
</tbody>
</table>

**Remark:** Time may be saved by performing a binary search, rather than a linear search, to find the location in which to insert $A[K]$ in the subarray $A[1], A[2], \ldots, A[K - 1]$. This requires, on the average, log $K$ comparisons rather than $(K - i)/2$ comparisons. However, one still needs to move $(K - 1)/2$ elements forward. Thus the order of complexity is not changed. Furthermore, insertion sort is usually used only when $n$ is small, and in such a case, the linear search is about as efficient as the binary search.

### 9.4 SELECTION SORT

Suppose an array $A$ with $n$ elements $A[1], A[2], \ldots, A[N]$ is in memory. The selection sort algorithm for sorting $A$ works as follows. First find the smallest element in the list and put it in the first position. Then find the second smallest element in the list and put it in the second position. And so on. More precisely:

pass 3. Find the location LOC of the smallest in the sublist of \( N - 2 \) elements
\( A[3], A[4], \ldots, A[N] \), and then interchange \( A[\text{LOC}] \) and \( A[3] \). Then:

Pass \( N - 1 \). Find the location LOC of the smaller of the elements \( A[N - 1], A[N] \), and then interchange \( A[\text{LOC}] \) and \( A[N - 1] \). Then:

Thus A is sorted after \( N - 1 \) passes.

**Example 9.5**

Suppose an array A contains 8 elements as follows:

\[
77, 33, 44, 11, 88, 22, 66, 55
\]

Applying the selection sort algorithm to \( A \) yields the data in Fig. 9.4. Observe that LOC gives the location of the smallest among \( A[K], A[K + 1], \ldots, A[N] \) during Pass K. The circled elements indicate the elements which are to be interchanged.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>K = 1, LOC = 4</td>
<td>77</td>
<td>33</td>
<td>44</td>
<td>11</td>
<td>88</td>
<td>22</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 2, LOC = 6</td>
<td>11</td>
<td>33</td>
<td>44</td>
<td>77</td>
<td>88</td>
<td>22</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 3, LOC = 6</td>
<td>11</td>
<td>22</td>
<td>44</td>
<td>77</td>
<td>88</td>
<td>33</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 4, LOC = 6</td>
<td>11</td>
<td>22</td>
<td>33</td>
<td>77</td>
<td>88</td>
<td>44</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 5, LOC = 8</td>
<td>11</td>
<td>22</td>
<td>33</td>
<td>44</td>
<td>88</td>
<td>77</td>
<td>66</td>
<td>55</td>
</tr>
<tr>
<td>K = 6, LOC = 7</td>
<td>11</td>
<td>22</td>
<td>33</td>
<td>44</td>
<td>55</td>
<td>77</td>
<td>66</td>
<td>88</td>
</tr>
<tr>
<td>K = 7, LOC = 7</td>
<td>11</td>
<td>22</td>
<td>33</td>
<td>44</td>
<td>55</td>
<td>66</td>
<td>77</td>
<td>88</td>
</tr>
</tbody>
</table>

**Sorted:**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>22</td>
<td>33</td>
<td>44</td>
<td>55</td>
<td>66</td>
<td>77</td>
<td>88</td>
</tr>
</tbody>
</table>

**Fig. 9.4 Selection Sort for n = 8 Items**

There remains only the problem of finding, during the Kth pass, the location LOC of the smallest among the elements \( A[K], A[K + 1], \ldots, A[N] \). This may be accomplished by using a variable MIN to hold the current smallest value while scanning the subarray from \( A[K] \) to \( A[N] \). Specifically, first set \( \text{MIN} := A[K] \) and \( \text{LOC} := K \), and then traverse the list, comparing MIN with each other element \( A[J] \) as follows:

(a) If \( \text{MIN} \leq A[J] \), then simply move to the next element.
(b) If \( \text{MIN} > A[J] \), then update \( \text{MIN} \) and \( \text{LOC} \) by setting \( \text{MIN} := A[J] \) and \( \text{LOC} := J \).
After comparing \( \text{MIN} \) with the last element \( A[N] \), \( \text{MIN} \) will contain the smallest among the elements \( A[K], A[K+1], ..., A[N] \) and \( \text{LOC} \) will contain its location.

The above process will be stated separately as a procedure.

Procedure 9.2: \( \text{MIN}(A, K, N, \text{LOC}) \)

An array \( A \) is in memory. This procedure finds the location \( \text{LOC} \) of the smallest element among \( A[K], A[K+1], ..., A[N] \).

1. Set \( \text{MIN} := A[K] \) and \( \text{LOC} := K \). [Initializes pointers.]
2. Repeat for \( J = K + 1, K + 2, ..., N \):
   
   If \( \text{MIN} > A[J] \), then: Set \( \text{MIN} := A[J] \) and \( \text{LOC} := J \).
   
   [End of loop.]
3. Return.

The selection sort algorithm can now be easily stated:

Algorithm 9.3: (Selection Sort) \( \text{SELECTION}(A, N) \)

This algorithm sorts the array \( A \) with \( N \) elements.

1. Repeat Steps 2 and 3 for \( K = 1, 2, ..., N - 1 \):
2. Call \( \text{MIN}(A, K, N, \text{LOC}) \).
3. [Interchange \( A[K] \) and \( A[\text{LOC}] \).]
   
   Set \( \text{TEMP} := A[K], A[K] := A[\text{LOC}] \) and \( A[\text{LOC}] := \text{TEMP} \).
   
   [End of Step 1 loop.]
4. Exit.

Complexity of the Selection Sort Algorithm

First note that the number \( f(n) \) of comparisons in the selection sort algorithm is independent of the original order of the elements. Observe that \( \text{MIN}(A, K, N, \text{LOC}) \) requires \( n - K \) comparisons. That is, there are \( n - 1 \) comparisons during Pass 1 to find the smallest element, there are \( n - 2 \) comparisons during Pass 2 to find the second smallest element, and so on. Accordingly,

\[
f(n) = (n - 1) + (n - 2) + \cdots + 2 + 1 = \frac{n(n-1)}{2} = \mathcal{O}(n^2)
\]

The above result is summarized in the following table:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Worst Case</th>
<th>Average Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection Sort</td>
<td>( \frac{n(n-1)}{2} = \mathcal{O}(n^2) )</td>
<td>( \frac{n(n-1)}{2} = \mathcal{O}(n^2) )</td>
</tr>
</tbody>
</table>

Remark: The number of interchanges and assignments does depend on the original order of the elements in the array \( A \), but the sum of these operations does not exceed a factor of \( n^2 \).
9.5 MERGING

Suppose A is a sorted list with \( r \) elements and B is a sorted list with \( s \) elements. The operation that combines the elements of A and B into a single sorted list C with \( n = r + s \) elements is called merging. One simple way to merge is to place the elements of B after the elements of A and then use some sorting algorithm on the entire list. This method does not take advantage of the fact that A and B are individually sorted. A much more efficient algorithm is Algorithm 9.4 in this section. First, however, we indicate the general idea of the algorithm by means of two examples.

Suppose one is given two sorted decks of cards. The decks are merged as in Fig. 9.5. That is, at each step, the two front cards are compared and the smaller one is placed in the combined deck. When one of the decks is empty, all of the remaining cards in the other deck are put at the end of the combined deck. Similarly, suppose we have two lines of students sorted by increasing heights, and suppose we want to merge them into a single sorted line. The new line is formed by choosing, at each step, the shorter of the two students who are at the head of their respective lines. When one of the lines has no more students, the remaining students line up at the end of the combined line.

![Fig. 9.5](image)

The above discussion will now be translated into a formal algorithm which merges a sorted \( r \)-element array A and a sorted \( s \)-element array B into a sorted array C, with \( n = r + s \) elements. First of all, we must always keep track of the locations of the smallest element of A and the smallest element of B which have not yet been placed in C. Let NA and NB denote these locations, respectively. Also, let PTR denote the location in C to be filled. Thus, initially, we set \( NA := 1 \), \( NB := 1 \) and \( PTR := 1 \). At each step of the algorithm, we compare

\[
A[NA] \quad \text{and} \quad B[NB].
\]
and assign the smaller element to \( C[\text{PTR}] \). Then we increment \( \text{PTR} \) by setting \( \text{PTR} := \text{PTR} + 1 \), and we either increment \( \text{NA} \) by setting \( \text{NA} := \text{NA} + 1 \) or increment \( \text{NB} \) by setting \( \text{NB} := \text{NB} + 1 \), according to whether the new element in \( C \) has come from \( A \) or from \( B \). Furthermore, if \( \text{NA} > r \), then the remaining elements of \( B \) are assigned to \( C \); or if \( \text{NB} > s \), then the remaining elements of \( A \) are assigned to \( C \).

The formal statement of the algorithm follows.

**Algorithm 9.4: MERGING(A, R, B, S, C)**

Let \( A \) and \( B \) be sorted arrays with \( R \) and \( S \) elements, respectively. This algorithm merges \( A \) and \( B \) into an array \( C \) with \( N = R + S \) elements.

1. [Initialize.] Set \( \text{NA} := 1 \), \( \text{NB} := 1 \) and \( \text{PTR} := 1 \).
2. [Compare.] Repeat while \( \text{NA} \leq R \) and \( \text{NB} \leq S \):
   
   If \( \text{A}[\text{NA}] < \text{B}[\text{NB}] \), then:
   
   (a) [Assign element from \( A \) to \( C \).] Set \( C[\text{PTR}] := \text{A}[\text{NA}] \).
   
   (b) [Update pointers.] Set \( \text{PTR} := \text{PTR} + 1 \) and \( \text{NA} := \text{NA} + 1 \).

   Else:
   
   (a) [Assign element from \( B \) to \( C \).] Set \( C[\text{PTR}] := \text{B}[\text{NB}] \).
   
   (b) [Update pointers.] Set \( \text{PTR} := \text{PTR} + 1 \) and \( \text{NB} := \text{NB} + 1 \).

   [End of If structure.]

   [End of loop.]
3. [Assign remaining elements to \( C \).]
   
   If \( \text{NA} > R \), then:
   
   Repeat for \( K = 0, 1, 2, \ldots, S - \text{NB} \):
   
   Set \( C[\text{PTR} + K] := \text{B}[\text{NB} + K] \).

   [End of loop.]
   
   Else:
   
   Repeat for \( K = 0, 1, 2, \ldots, R - \text{NA} \):
   
   Set \( C[\text{PTR} + K] := \text{A}[\text{NA} + K] \).

   [End of loop.]

   [End of If structure.]
4. Exit.

**Complexity of the Merging Algorithm**

The input consists of the total number \( n = r + s \) of elements in \( A \) and \( B \). Each comparison assigns an element to the array \( C \), which eventually has \( n \) elements. Accordingly, the number \( f(n) \) of comparisons cannot exceed \( n \):

\[
f(n) \leq n = O(n)
\]

In other words, the merging algorithm can be run in linear time.
**Nonregular Matrices**

Suppose A, B and C are matrices, but not necessarily regular matrices. Assume A is sorted, with \( r \) elements and lower bound LBA; B is sorted, with \( s \) elements and lower bound LBB; and C has bounds of A and B. Merging A and B now may be accomplished by modifying the above algorithm as follows.

**Procedure 9.5:**\( \text{MERGE}(A, R, LBA, S, LBB, C, LBC) \)

This procedure merges the sorted arrays A and B into the array C.

1. Set \( NA := LBA, NB := LBB, PTR := LBC, UBA := LBA + R - 1, \)
   \( UBB := LBB + S - 1. \)
2. Same as Algorithm 9.4 except \( R \) is replaced by \( UBA \) and \( S \) by \( UBB \).
3. Same as Algorithm 9.4 except \( R \) is replaced by \( UBA \) and \( S \) by \( UBB \).
4. Return.

Observe that this procedure is called \( \text{MERGE} \), whereas Algorithm 9.4 is called \( \text{MERGING} \). The reason for stating this special case is that this procedure will be used in the next section, on merge-sort.

**Binary Search and Insertion Algorithm**

Suppose the number \( r \) of elements in a sorted array A is much smaller than the number \( s \) of elements in a sorted array B. One can merge A with B as follows. For each element \( A[K] \) of A, use a binary search on B to find the proper location to insert \( A[K] \) into B. Each such search requires at most \( \log s \) comparisons; hence this binary search and insertion algorithm to merge A and B requires at most \( r \log s \) comparisons. We emphasize that this algorithm is more efficient than the usual merging Algorithm 9.4 only when \( r \ll s \), that is, when \( r \) is much less than \( s \).

**Example 9.6**

Suppose A has 5 elements and suppose B has 100 elements. Then merging A and B by Algorithm 9.4 uses approximately 100 comparisons. On the other hand, only approximately \( \log 100 = 7 \) comparisons are needed to find the proper place to insert an element of A into B using a binary search. Hence only approximately \( 5 \cdot 7 = 35 \) comparisons are needed to merge A and B using the binary search and insertion algorithm.

The binary search and insertion algorithm does not take into account the fact that A is sorted. Accordingly, the algorithm may be improved in two ways as follows. (Here we assume that A has 5 elements and B has 100 elements.)

1. *Reducing the target set.* Suppose after the first search we find that \( A[1] \) is to be inserted after \( B[16] \). Then we need only use a binary search on \( B[17], \ldots, B[100] \) to find the proper location to insert \( A[2] \). And so on.
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(2) **Tabbing.** The expected location for inserting A[1] in B is near B[20] (that is, B[s/r]), not near B[50]. Hence we first use a linear search on B[20], B[40], B[60], B[80] and B[100] to find B[K] such that A[1] ≤ B[K], and then we use a binary search on B[K − 20], B[K − 19], ..., B[K]. (This is analogous to using the tabs in a dictionary which indicate the location of all words with the same first letter.)

The details of the revised algorithm are left to the reader.

9.6 **MERGE-SORT**

Suppose an array A with n elements A[1], A[2], ..., A[N] is in memory. The merge-sort algorithm which sorts A will first be described by means of a specific example.

**Example 9.7**

Suppose the array A contains 14 elements as follows:

66, 33, 40, 22, 55, 88, 60, 11, 80, 20, 50, 44, 77, 30

Each pass of the merge-sort algorithm will start at the beginning of the array A and merge pairs of sorted subarrays as follows:

Pass 1. Merge each pair of elements to obtain the following list of sorted pairs:

\[
33, 66 \quad 22, 40 \quad 55, 88 \quad 11, 60 \quad 20, 80 \quad 44, 50 \quad 30, 70
\]

Pass 2. Merge each pair of pairs to obtain the following list of sorted quadruplets:

\[
22, 33, 40, 66 \quad 11, 55, 60, 88 \quad 20, 44, 50, 80 \quad 30, 77
\]

Pass 3. Merge each pair of sorted quadruplets to obtain the following two sorted subarrays:

\[
11, 22, 33, 40, 55, 60, 66, 88 \quad 20, 30, 44, 50, 77, 80
\]

Pass 4. Merge the two sorted subarrays to obtain the single sorted array

11, 20, 22, 30, 33, 40, 44, 50, 55, 60, 66, 77, 80, 88

The original array A is now sorted.

The above merge-sort algorithm for sorting an array A has the following important property. After Pass K, the array A will be partitioned into sorted subarrays where each subarray, except possibly the last, will contain exactly \( L = 2^k \) elements. Hence the algorithm requires at most \( \log n \) passes to sort an \( n \)-element array A.

The above informal description of merge-sort will now be translated into a formal algorithm which will be divided into two parts. The first part will be a procedure MERGEPASS, which uses Procedure 9.5 to execute a single pass of the algorithm; and the second part will repeatedly apply MERGEPASS until A is sorted.
The MERGE PASS procedure applies to an \( n \)-element array \( A \) which consists of a sequence of sorted subarrays. Moreover, each subarray consists of \( L \) elements except that the last subarray may have fewer than \( L \) elements. Dividing \( n \) by \( 2 \times L \), we obtain the quotient \( Q \), which tells the number of pairs of \( L \)-element sorted subarrays; that is,

\[
Q = \text{INT}(N/(2 \times L))
\]

(We use \( \text{INT}(X) \) to denote the integer value of \( X \).) Setting \( S = 2 \times L \times Q \), we get the total number \( S \) of elements in the \( Q \) pairs of subarrays. Hence \( R = N - S \) denotes the number of remaining elements. The procedure first merges the initial \( Q \) pairs of \( L \)-element subarrays. Then the procedure takes care of the case where there is an odd number of subarrays (when \( R \leq L \)) or where the last subarray has fewer than \( L \) elements.

The formal statement of MERGE PASS and the merge-sort algorithm follow:

**Procedure 9.6: MERGE PASS** \((A, N, L, B)\)

The \( N \)-element array \( A \) is composed of sorted subarrays where each subarray has \( L \) elements except possibly the last subarray, which may have fewer than \( L \) elements. The procedure merges the pairs of subarrays of \( A \) and assigns them to the array \( B \).

1. Set \( Q := \text{INT}(N/(2 \times L)) \), \( S := 2 \times L \times Q \) and \( R := N - S \).
2. [Use Procedure 9.5 to merge the \( Q \) pairs of subarrays.]
   
   Repeat for \( J = 1, 2, \ldots, Q \):
   
   (a) Set \( LB := 1 + (2 \times J - 2) \times L \). [Finds lower bound of first array.]
   

   [End of loop.]

3. [Only one subarray left?]

   If \( R \leq L \), then:
   
   Repeat for \( J = 1, 2, \ldots, R \):
   
   Set \( B(S + J) := A(S + J) \).

   [End of loop.]

   Else:
   
   Call MERGE(A, L, S + 1, A, R, L + S + 1, B, S + 1).

   [End of If structure.]

4. Return.

**Algorithm 9.7: MERGESORT** \((A, N)\)

This algorithm sorts the \( N \)-element array \( A \) using an auxiliary array \( B \).

1. Set \( L := 1 \). [Initializes the number of elements in the subarrays.]
2. Repeat Steps 3 to 6 while \( L < N \):

3. Call MERGE PASS(A, N, L, B).

4. Call MERGE PASS(B, N, 2 \times L, A).

5. Set \( L := 4 \times L \).

   [End of Step 2 loop.]

Since we want the sorted array to finally appear in the original array A, we must execute the procedure MERGEPASS an even number of times.

**Complexity of the Merge-Sort Algorithm**

Let \( f(n) \) denote the number of comparisons needed to sort an \( n \)-element array \( A \) using the merge-sort algorithm. Recall that the algorithm requires at most \( \log n \) passes. Moreover, each pass merges a total of \( n \) elements, and by the discussion on the complexity of merging, each pass will require at most \( n \) comparisons. Accordingly, for both the worst case and average case,

\[
f(n) \leq n \log n
\]

Observe that this algorithm has the same order as heapsort and the same average order as quicksort. The main drawback of merge-sort is that it requires an auxiliary array with \( n \) elements. Each of the other sorting algorithms we have studied requires only a finite number of extra locations, which is independent of \( n \).

The above results are summarized in the following table:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Worst Case</th>
<th>Average Case</th>
<th>Extra Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merge-Sort</td>
<td>( n \log n = O(n \log n) )</td>
<td>( n \log n = O(n \log n) )</td>
<td>( O(n) )</td>
</tr>
</tbody>
</table>

**9.7 RADIX SORT**

Radix sort is the method that many people intuitively use or begin to use when alphabetizing a large list of names. (Here the radix is 26, the 26 letters of the alphabet.) Specifically, the list of names is first sorted according to the first letter of each name. That is, the names are arranged in 26 classes, where the first class consists of those names that begin with “A,” the second class consists of those names that begin with “B,” and so on. During the second pass, each class is alphabetized according to the second letter of the name. And so on. If no name contains, for example, more than 12 letters, the names are alphabetized with at most 12 passes.

The radix sort is the method used by a card sorter. A card sorter contains 13 receiving pockets labeled as follows:

9, 8, 7, 6, 5, 4, 3, 2, 1, 0, 11, 12, R (reject)

Each pocket other than R corresponds to a row on a card in which a hole can be punched. Decimal numbers, where the radix is 10, are punched in the obvious way and hence use only the first 10 pockets of the sorter. The sorter uses a radix reverse-digit sort on numbers. That is, suppose a card sorter is given a collection of cards where each card contains a 3-digit number punched in columns 1 to 3. The cards are first sorted according to the units digit. On the second pass, the cards are sorted according to the tens digit. On the third and last pass, the cards are sorted according to the hundreds digit. We illustrate with an example.
### Example 9.8

Suppose 9 cards are punched as follows:

348, 143, 361, 423, 538, 128, 321, 543, 366

Given to a card sorter, the numbers would be sorted in three phases, as pictured in Fig. 9.6:

#### (a) First pass

<table>
<thead>
<tr>
<th>Input</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>348</td>
<td></td>
<td></td>
<td>361</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>348</td>
<td></td>
</tr>
<tr>
<td>143</td>
<td></td>
<td></td>
<td>361</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>538</td>
<td></td>
</tr>
<tr>
<td>361</td>
<td></td>
<td></td>
<td>361</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>538</td>
<td>128</td>
</tr>
<tr>
<td>423</td>
<td>321</td>
<td></td>
<td>321</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>366</td>
<td></td>
</tr>
<tr>
<td>538</td>
<td>423</td>
<td>321</td>
<td>423</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>366</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>543</td>
<td>543</td>
<td>543</td>
<td>348</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>366</td>
<td></td>
</tr>
<tr>
<td>321</td>
<td>543</td>
<td>543</td>
<td>543</td>
<td>366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>366</td>
<td></td>
</tr>
<tr>
<td>543</td>
<td>321</td>
<td>321</td>
<td>321</td>
<td>348</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>366</td>
<td></td>
</tr>
<tr>
<td>366</td>
<td>128</td>
<td>128</td>
<td>128</td>
<td>538</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>366</td>
<td></td>
</tr>
</tbody>
</table>

#### (b) Second pass

<table>
<thead>
<tr>
<th>Input</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>361</td>
<td></td>
<td>321</td>
<td>321</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>321</td>
<td></td>
<td>321</td>
<td>321</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>143</td>
<td>321</td>
<td>321</td>
<td>321</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>423</td>
<td>423</td>
<td>423</td>
<td>423</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>543</td>
<td>543</td>
<td>543</td>
<td>543</td>
<td>348</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>366</td>
<td>543</td>
<td>543</td>
<td>543</td>
<td>366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>366</td>
<td>543</td>
<td>543</td>
<td>543</td>
<td>366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>348</td>
<td>348</td>
<td>348</td>
<td>348</td>
<td>366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>128</td>
<td>128</td>
<td>128</td>
<td>538</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>128</td>
<td>128</td>
<td>128</td>
<td>538</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
</tbody>
</table>

#### (c) Third pass

<table>
<thead>
<tr>
<th>Input</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>321</td>
<td>321</td>
<td>321</td>
<td>321</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>423</td>
<td>423</td>
<td>423</td>
<td>423</td>
<td>143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>128</td>
<td>128</td>
<td>128</td>
<td>538</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>538</td>
<td>538</td>
<td>538</td>
<td>538</td>
<td>348</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>143</td>
<td>143</td>
<td>143</td>
<td>143</td>
<td>348</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>543</td>
<td>543</td>
<td>543</td>
<td>543</td>
<td>366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>348</td>
<td>348</td>
<td>348</td>
<td>348</td>
<td>366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>361</td>
<td>361</td>
<td>361</td>
<td>361</td>
<td>366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
<tr>
<td>366</td>
<td>366</td>
<td>366</td>
<td>366</td>
<td>366</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>361</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 9.6**
(a) In the first pass, the units digits are sorted into pockets. (The pockets are pictured upside down, so 348 is at the bottom of pocket 8.) The cards are collected pocket by pocket, from pocket 9 to pocket 0. (Note that 361 will now be at the bottom of the pile and 128 at the top of the pile.) The cards are now reinput to the sorter.

(b) In the second pass, the tens digits are sorted into pockets. Again the cards are collected pocket by pocket and reinput to the sorter.

(c) In the third and final pass, the hundreds digits are sorted into pockets.

When the cards are collected after the third pass, the numbers are in the following order:

128, 143, 321, 348, 361, 366, 423, 538, 543

Thus the cards are now sorted.

The number \( C \) of comparisons needed to sort nine such 3-digit numbers is bounded as follows:

\[ C \leq 9 \times 3 \times 10 \]

The 9 comes from the nine cards, the 3 comes from the three digits in each number, and the 10 comes from radix \( d = 10 \) digits.

### Complexity of Radix Sort

Suppose a list \( A \) of \( n \) items \( A_1, A_2, \ldots, A_n \) is given. Let \( d \) denote the radix (e.g., \( d = 10 \) for decimal digits, \( d = 26 \) for letters and \( d = 2 \) for bits), and suppose each item \( A_i \) is represented by means of \( s \) of the digits:

\[ A_i = d_{i1}d_{i2} \ldots d_{is} \]

The radix sort algorithm will require \( s \) passes, the number of digits in each item. Pass \( K \) will compare each \( d_{ik} \) with each of the \( d \) digits. Hence the number \( C(n) \) of comparisons for the algorithm is bounded as follows:

\[ C(n) \leq d \times s \times n \]

Although \( d \) is independent of \( n \), the number \( s \) does depend on \( n \). In the worst case, \( s = n \), so \( C(n) = O(n^2) \). In the best case, \( s = \log_d n \), so \( C(n) = O(n \log n) \). In other words, radix sort performs well only when the number \( s \) of digits in the representation of the \( A_i \)'s is small.

Another drawback of radix sort is that one may need \( d \times n \) memory locations. This comes from the fact that all the items may be "sent to the same pocket" during a given pass. This drawback may be minimized by using linked lists rather than arrays to store the items during a given pass. However, one will still require \( 2 \times n \) memory locations.

### 9.8 SEARCHING AND DATA MODIFICATION

Suppose \( S \) is a collection of data maintained in memory by a table using some type of data structure. Searching is the operation which finds the location \( \text{LOC} \) in memory of some given \( \text{ITEM} \) of information or sends some message that \( \text{ITEM} \) does not belong to \( S \). The search is said to be
successful or unsuccessful according to whether ITEM does or does not belong to S. The searching and
algorithm that is used depends mainly on the type of data structure that is used to maintain S in
memory.

Data modification refers to the operations of inserting, deleting and updating. Here data
modification will mainly refer to inserting and deleting. These operations are closely related to
searching, since usually one must search for the location of the ITEM to be deleted or one must
search for the proper place to insert ITEM in the table. The insertion or deletion also requires a
certain amount of execution time, which also depends mainly on the type of data structure that is
used.

Generally speaking, there is a tradeoff between data structures with fast searching algorithms
and data structures with fast modification algorithms. This situation is illustrated below, where we
summarize the searching and data modification of three of the data structures previously studied in
the text.

(1) Sorted array. Here one can use a binary search to find the location LOC of a given ITEM in
time \(O(\log n)\). On the other hand, inserting and deleting are very slow, since, on the
average, \(n/2 = O(n)\) elements must be moved for a given insertion or deletion. Thus a sorted
array would likely be used when there is a great deal of searching but only very little data
modification.

(2) Linked list. Here one can only perform a linear search to find the location LOC of a given
ITEM, and the search may be very, very slow, possibly requiring time \(O(n)\). On the other
hand, inserting and deleting requires only a few pointers to be changed. Thus a linked list
would be used when there is a great deal of data modification, as in word (string) processing.

(3) Binary search tree. This data structure combines the advantages of the sorted array and the
linked list. That is, searching is reduced to searching only a certain path \(P\) in the tree \(T\),
which, on the average, requires only \(O(\log n)\) comparisons. Furthermore, the tree \(T\) is
maintained in memory by a linked representation, so only certain pointers need be changed
after the location of the insertion or deletion is found. The main drawback of the binary
search tree is that the tree may be very unbalanced, so that the length of a path \(P\) may be
\(O(n)\) rather than \(O(\log n)\). This will reduce the searching to approximately a linear search.

Remark: The above worst-case scenario of a binary search tree may be eliminated by using a
height-balanced binary search tree that is rebalanced after each insertion or deletion. The algorithms
for such rebalancing are rather complicated and lie beyond the scope of this text.

Searching Files, Searching Pointers

Suppose a file \(F\) of records \(R_1, R_2, \ldots, R_N\) is stored in memory. Searching \(F\) usually refers to
finding the location LOC in memory of the record with a given key value relative to a primary key
field K. One way to simplify the searching is to use an auxiliary sorted array of pointers, as
discussed in Sec. 9.2. Then a binary search can be used to quickly find the location LOC of the
record with the given key. In the case where there is a great deal of inserting and deleting of
records in the file, one might want to use an auxiliary binary search tree rather than an auxiliary
sorted array. In any case, the searching of the file \(F\) is reduced to the searching of a collection \(S\) of
items, as discussed above.
9.9 HASHING

The search time of each algorithm discussed so far depends on the number \( n \) of elements in the collection \( S \) of data. This section discusses a searching technique, called hashing or hash addressing, which is essentially independent of the number \( n \).

The terminology which we use in our presentation of hashing will be oriented toward file management. First of all, we assume that there is a file \( F \) of \( n \) records with a set \( K \) of keys which uniquely determine the records in \( F \). Secondly, we assume that \( F \) is maintained in memory by a table \( T \) of \( m \) memory locations and that \( L \) is the set of memory addresses of the locations in \( T \). For notational convenience, we assume that the keys in \( K \) and the addresses in \( L \) are (decimal) integers. (Analogous methods will work with binary integers or with keys which are character strings, such as names, since there are standard ways of representing strings by integers.)

The subject of hashing will be introduced by the following example.

**Example 9.9**

Suppose a company with 68 employees assigns a 4-digit employee number to each employee which is used as the primary key in the company's employee file. We can, in fact, use the employee number as the address of the record in memory. The search will require no comparisons at all. Unfortunately, this technique will require space for 10,000 memory locations, whereas space for fewer than 30 such locations would actually be used. Clearly, this tradeoff of space for time is not worth the expense.

The general idea of using the key to determine the address of a record is an excellent idea, but it must be modified so that a great deal of space is not wasted. This modification takes the form of a function \( H \) from the set \( K \) of keys into the set \( L \) of memory addresses. Such a function,

\[
H: K \rightarrow L
\]

is called a hash function or hashing function. Unfortunately, such a function \( H \) may not yield distinct values: it is possible that two different keys \( k_1 \) and \( k_2 \) will yield the same hash address. This situation is called collision, and some method must be used to resolve it. Accordingly, the topic of hashing is divided into two parts: (1) hash functions and (2) collision resolutions. We discuss these two parts separately.

**Hash Functions**

The two principal criteria used in selecting a hash function \( H: K \rightarrow L \) are as follows. First of all, the function \( H \) should be very easy and quick to compute. Second the function \( H \) should, as far as possible, uniformly distribute the hash addresses throughout the set \( L \) so that there are a minimum number of collisions. Naturally, there is no guarantee that the second condition can be completely fulfilled without actually knowing beforehand the keys and addresses. However, certain general techniques do help. One technique is to "chop" a key \( k \) into pieces and combine the pieces in some
way to form the hash address \( H(k) \). (The term "hashing" comes from this technique of "chopping" a key into pieces.) We next illustrate some popular hash functions. We emphasize that each of these hash functions can be easily and quickly evaluated by the computer.

(a) **Division method.** Choose a number \( m \) larger than the number \( n \) of keys in \( K \). (The number \( m \) is usually chosen to be a prime number or a number without small divisors, since this frequently minimizes the number of collisions.) The hash function \( H \) is defined by

\[
H(k) = k \mod m \\
\text{or} \\
H(k) = k \mod m + 1
\]

Here \( k \mod m \) denotes the remainder when \( k \) is divided by \( m \). The second formula is used when we want the hash addresses to range from 1 to \( m \) rather than from 0 to \( m - 1 \).

(b) **Midsquare method.** The key \( k \) is squared. Then the hash function \( H \) is defined by

\[
H(k) = l
\]

where \( l \) is obtained by deleting digits from both ends of \( k^2 \). We emphasize that the same positions of \( k^2 \) must be used for all of the keys.

(c) **Folding method.** The key \( k \) is partitioned into a number of parts, \( k_1, \ldots, k_r \), where each part, except possibly the last, has the same number of digits as the required address. Then the parts are added together, ignoring the last carry. That is,

\[
H(k) = k_1 + k_2 + \ldots + k_r
\]

where the leading-digit carries, if any, are ignored. Sometimes, for extra "milling," the even-numbered parts, \( k_2, k_4, \ldots \), are each reversed before the addition.

---

**Example 9.10**

Consider the company in Example 9.9, each of whose 68 employees is assigned a unique 4-digit employee number. Suppose \( L \) consists of 100 two-digit addresses: 00, 01, 02, ..., 99. We apply the above hash functions to each of the following employee numbers:

3205, 7148, 2345

(a) **Division method.** Choose a prime number \( m \) close to 99, such as \( m = 97 \). Then

\[
H(3205) = 4, \\
H(7148) = 67, \\
H(2345) = 17
\]

That is, dividing 3205 by 97 gives a remainder of 4, dividing 7148 by 97 gives a remainder of 67, and dividing 2345 by 97 gives a remainder of 17. In the case that the memory addresses begin with 01 rather than 00, we choose that the function \( H(k) = k \mod m + 1 \) to obtain:

\[
H(3205) = 4 + 1 = 5, \\
H(7148) = 67 + 1 = 68, \\
H(2345) = 17 + 1 = 18
\]

(b) **Midsquare method.** The following calculations are performed:

\[
\begin{array}{ccc}
  k & 3205 & 7148 & 2345 \\
  k^2 & 10 272 025 & 51 093 904 & 5 499 025 \\
  H(k) & 72 & 93 & 99 \\
\end{array}
\]
Observe that the fourth and fifth digits, counting from the right, are chosen for the hash address.

(c) **Folding method.** Chopping the key $k$ into two parts and adding yields the following hash addresses:

$$H(3205) = 32 + 05 = 37, \quad H(7148) = 71 + 48 = 19, \quad H(2345) = 23 + 45 = 68$$

Observe that the leading digit 1 in $H(7148)$ is ignored. Alternatively, one may want to reverse the second part before adding, thus producing the following hash addresses:

$$H(3205) = 32 + 50 = 82, \quad H(7148) = 71 + 84 + 55, \quad H(2345) = 23 + 54 = 77$$

### Collision Resolution

Suppose we want to add a new record $R$ with key $k$ to our file $F$, but suppose the memory location address $H(k)$ is already occupied. This situation is called collision. This subsection discusses two general ways of resolving collisions. The particular procedure that one chooses depends on many factors. One important factor is the ratio of the number $n$ of keys in $K$ (which is the number of records in $F$) to the number $m$ of hash addresses in $L$. This ratio, $\lambda = n/m$, is called the load factor.

First we show that collisions are almost impossible to avoid. Specifically, suppose a student class has 24 students and suppose the table has space for 365 records. One random hash function is to choose the student's birthday as the hash address. Although the load factor $\lambda = 24/365 \approx 7\%$ is very small, it can be shown that there is a better than fifty-fifty chance that two of the students have the same birthday.

The efficiency of a hash function with a collision resolution procedure is measured by the average number of probes (key comparisons) needed to find the location of the record with a given key $k$. The efficiency depends mainly on the load factor $\lambda$. Specifically, we are interested in the following two quantities:

$$S(\lambda) = \text{average number of probes for a successful search}$$
$$U(\lambda) = \text{average number of probes for an unsuccessful search}$$

These quantities will be discussed for our collision procedures.

### Open Addressing: Linear Probing and Modifications

Suppose that a new record $R$ with key $k$ is to be added to the memory table $T$, but that the memory location with hash address $H(k) = h$ is already filled. One natural way to resolve the collision is to assign $R$ to the first available location following $T[h]$. (We assume that the table $T$ with $m$ locations is circular, so that $T[1]$ comes after $T[m]$.) Accordingly, with such a collision procedure, we will search for the record $R$ in the table $T$ by linearly searching the locations $T[h], T[h+1], T[h+2], \ldots$ until finding $R$ or meeting an empty location, which indicates an unsuccessful search.

The above collision resolution is called **linear probing**. The average numbers of probes for a successful search and for an unsuccessful search are known to be the following respective quantities:
\[ S(\lambda) = \frac{1}{2} \left( 1 + \frac{1}{1 - \lambda} \right) \quad \text{and} \quad U(\lambda) = \frac{1}{2} \left( 1 + \frac{1}{(1 - \lambda)^2} \right) \]

(Here \( \lambda = n/m \) is the load factor.)

**Example 9.11**

Suppose the table \( T \) has 11 memory locations, \( T[1], T[2], \ldots, T[11] \), and suppose the file \( F \) consists of 8 records, \( A, B, C, D, E, X, Y \) and \( Z \), with the following hash addresses:

<table>
<thead>
<tr>
<th>Record</th>
<th>A, B, C, D, E, X, Y, Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hash ( H(k) )</td>
<td>4, 8, 2, 11, 4, 11, 5, 1</td>
</tr>
</tbody>
</table>

Suppose the 8 records are entered into the table \( T \) in the above order. Then the file \( F \) will appear in memory as follows:

<table>
<thead>
<tr>
<th>Table ( T )</th>
<th>X, C, Z, A, E, Y, —, B, —, —, D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Address</td>
<td>1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11</td>
</tr>
</tbody>
</table>

Although \( Y \) is the only record with hash address \( H(k) = 5 \), the record is not assigned to \( T[5] \), since \( T[5] \) has already been filled by \( E \) because of a previous collision at \( T[4] \). Similarly, \( Z \) does not appear in \( T[1] \).

The average number \( S \) of probes for a successful search follows:

\[ S = \frac{1 + 1 + 1 + 1 + 2 + 2 + 2 + 3}{8} = \frac{13}{8} = 1.6 \]

The average number \( U \) of probes for an unsuccessful search follows:

\[ U = \frac{7 + 6 + 5 + 4 + 3 + 2 + 1 + 2 + 1 + 1 + 8}{11} = \frac{40}{11} = 3.6 \]

The first sum adds the number of probes to find each of the 8 records, and the second sum adds the number of probes to find an empty location for each of the 11 locations.

One main disadvantage of linear probing is that records tend to **cluster**, that is, appear next to one another, when the load factor is greater than 50 percent. Such a clustering substantially increases the average search time for a record. Two techniques to minimize clustering are as follows:

1. **Quadratic probing.** Suppose a record \( R \) with key \( k \) has the hash address \( H(k) = h \). Then, instead of searching the locations with addresses \( h, h+1, h+2, \ldots \), we linearly search the locations with addresses

   \[ h, h+1, h+4, h+9, h+16, \ldots, h+i^2, \ldots \]

   If the number \( m \) of locations in the table \( T \) is a prime number, then the above sequence will access half of the locations in \( T \).
Double hashing. Here a second hash function $H'$ is used for resolving a collision, as follows. Suppose a record $R$ with key $k$ has the hash addresses $H(k) = h$ and $H'(k) = h' \neq m$. Then we linearly search the locations with addresses

$$h, h + h', h + 2h', h + 3h', \ldots$$

If $m$ is a prime number, then the above sequence will access all the locations in the table $T$.

Remark: One major disadvantage in any type of open addressing procedure is in the implementation of deletion. Specifically, suppose a record $R$ is deleted from the location $T[r]$. Afterwards, suppose we meet $T[r]$ while searching for another record $R'$. This does not necessarily mean that the search is unsuccessful. Thus, when deleting the record $R$, we must label the location $T[r]$ to indicate that it previously did contain a record. Accordingly, open addressing may seldom be used when a file $F$ is constantly changing.

Chaining

Chaining involves maintaining two tables in memory. First of all, as before, there is a table $T$ in memory which contains the records in $F$, except that $T$ now has an additional field LINK which is used so that all records in $T$ with the same hash address $h$ may be linked together to form a linked list. Second, there is a hash address table LIST which contains pointers to the linked lists in $T$.

Suppose a new record $R$ with key $k$ is added to the file $F$. We place $R$ in the first available location in the table $T$ and then add $R$ to the linked list with pointer $LIST[H(k)]$. If the linked lists of records are not sorted, then $R$ is simply inserted at the beginning of its linked list. Searching for a record or deleting a record is nothing more than searching for a node or deleting a node from a linked list, as discussed in Chapter 5.

The average number of probes, using chaining, for a successful search and for an unsuccessful search are known to be the following approximate values:

$$S(\lambda) = 1 + \frac{1}{2} \lambda \quad \text{and} \quad U(\lambda) = e^{-\lambda} + \lambda$$

Here the load factor $\lambda = n/m$ may be greater than 1, since the number $m$ of hash addresses in $L$ (not the number of locations in $T$) may be less than the number $n$ of records in $F$.

Example 9.12

Consider again the data in Example 9.11, where the 8 records have the following hash addresses:

```
Record: A, B, C, D, E, X, Y, Z
H(k):  4, 8, 2, 11, 4, 11, 5, 1
```

Using chaining, the records will appear in memory as pictured in Fig. 9.7. Observe that the location of a record $R$ in table $T$ is not related to its hash address. A record is simply put in the first node in the AVAIL list of table $T$. In fact, table $T$ need not have the same number of elements as the hash address table.
The main disadvantage to chaining is that one needs $3m$ memory cells for the data. Specifically, there are $m$ cells for the information field INFO, there are $m$ cells for the link field LINK, and there are $m$ cells for the pointer array LIST. Suppose each record requires only 1 word for its information field. Then it may be more useful to use open addressing with a table with $3m$ locations, which has the load factor $\lambda \leq 1/3$, than to use chaining to resolve collisions.

**Supplementary Problems**

### Sorting

9.1 Write a subprogram RANDOM(DATA, N, K) which assigns $N$ random integers between 1 and $K$ to the array DATA.

9.2 Translate insertion sort into a subprogram INSERTSORT(A, N) which sorts the array A with N elements. Test the program using:

(a) 44, 33, 11, 55, 77, 90, 40, 60, 99, 22, 88, 66
9.3 Translate insertion sort into a subprogram INSERTCOUNT(A, N, NUMB) which sorts the
array A with N elements and which also counts the number NUMB of comparisons.

9.4 Write a program TESTINSERT(N, AVE) which repeats 500 times the procedure
INSERTCOUNT(A, N, NUMB) and which finds the average AVE of the 500 values of
NUMB. (Theoretically, \( AVE = N^2/4 \)) Use RANDOM(A, N, 5*N) from Problem 9.1 as each
input. Test the program using \( N = 100 \) (so, theoretically, \( AVE = N^2/4 = 2500 \)).

9.5 Translate quicksort into a subprogram QUICKCOUNT(A, N, NUMB) which sorts the array
A with N elements and which also counts the number NUMB of comparisons. (See Sec.
6.5.)

9.6 Write a program TESTQUICKSORT(N, AVE) which repeats QUICKCOUNT(A, N, NUMB)
500 times and which finds the average AVE of the 500 values of NUMB. (Theoretically,
\( AVE = N \log_2 N \).) Use RANDOM(A, N, 5*N) from Problem 9.1 as each input. Test the
program using \( N = 100 \) (so, theoretically, \( AVE = 700 \)).

9.7 Translate Procedure 9.2 into a subprogram MIN(A, LB, UB, LOC) which finds the location

9.8 Translate selection sort into a subprogram SELECTSORT(A, N) which sorts the array with
N elements. Test the program using:
(a) 44, 33, 11, 55, 77, 90, 40, 60, 99, 22, 88, 66

Searching, Hashing

9.9 Suppose an unsorted linked list is in memory. Write a procedure

\[ \text{SEARCH}(\text{INFO}, \text{LINK}, \text{START}, \text{ITEM}, \text{LOC}) \]

which (a) finds the location LOC of ITEM in the list or sets LOC := NULL for an unsuccessful
search and (b) when the search is successful, interchanges ITEM with the element in front of
it. (Such a list is said to be self-organizing. It has the property that elements which are
frequently accessed tend to move to the beginning of the list.)

9.10 Consider the following 4-digit employee numbers (see Example 9.10):

\[ 9614, 5882, 6713, 4409, 1825 \]

Find the 2-digit hash address of each number using (a) the division method, with \( m = 97 \);
(b) the mid-square method; (c) the folding method without reversing; and (d) the folding
method with reversing.

9.11 Consider the data in Example 9.11. Suppose the 8 records are entered into the table \( T \) in the
reverse order Z, Y, X, E, D, C, B, A. (a) Show how the file \( F \) appears in memory. (b) Find
9.12 Consider the data in Example 9.12 and Fig. 9.7. Suppose the following additional records are added to the file:

(P, 2),   (Q, 7),   (R, 4),   (S, 9)

(Here the left entry is the record and the right entry is the hash address.) (a) Find the updated tables T and LIST. (b) Find the average number $S$ of probes for a successful search and the average number $U$ of probes for an unsuccessful search.

9.13 Write a subprogram MID(KEY, HASH) which uses the midsquare method to find the 2-digit hash address HASH of a 4-digit employee number key.

9.14 Write a subprogram FOLD(KEY, HASH) which uses the folding method with reversing to find the 2-digit hash address HASH of a 4-digit employee number key.
CHAPTER 4

A1. Algorithm 4.1 Traversing a linear array

Algorithm 4.1 illustrates traversal of a linear array undertaking a process PROCESS on each of the elements of the array. The C implementation of PROCESS is carried out by scaling each of the elements of the array by 2.

/* C Implementation of Algorithm 4.1*/
#include<stdio.h>
#define N 7  /* lower bound LB of the array is 1 and upper bound UB of the array is N */
int main(void)
{
    int k,i, LA[N]={23, 45, 56, 1, -9, -12, 123};
    k=0;  /* Initialize counter k*/
while (k <= N)
    {LA[k] = LA[k] * 2; /* PROCESS in the algorithm is implemented
                      as scaling the array elements by 2*/
        k++;
    }
for (i = 0; i < N; i++)
    {printf("\n%d", LA[i]); /* print array elements after PROCESS*/
    }
return 0;

A2. Algorithm 4.2 Inserting into a linear array and
A3. Algorithm 4.3 Deleting from a linear array

The C functions implementing inserting into a linear array (insert_item) and deleting from a
linear array (delete_item) are listed below.
Given the array declared as

    int array[UB] = {21, 2, 43, 14, -5, 46, 87, 8}; /* UB is defined to
    be 10*/

to insert element 24 in the 6th position of the array, the call to the function would be:

    size = insert_item(array, size, 6, 24); /* the input value of
    size is 8 and the returned
    value of size by insert_item is 9*/

and to delete the item in the 5th position of the array, the call would be:

    size = delete_item(array, size, 5, item); /* the input value of size
    is 8 and the returned value by delete_item is 7*/

    /* Implementation of Algorithm 4.2 as a C function */

    int insert_item (int LA[], int N, int k, int item)
    /* Here LA is a linear array with N elements
      and k is a positive integer such that k <= N. This
      function inserts item into the kth position in LA*/
```c
{ int j=N; // Initialize counter */
  while(j>=k-1) // * Index k occupies k-th position in the C implementation of the array */
  {
    LA[j+1]=LA[j]; /* Move jth element downward */
    j--; /* Decrease counter */
  }
  LA[k-1]=item; /* Insert element */
  return N+1; /* Reset N and exit */
}

/* Implementation of Algorithm 4.3 as a C function */

int delete_item(int LA[], int N, int k, int item)
/* Here LA is a linear array with N elements and k is a positive integer such that k <= N. This function deletes the kth element from LA */
{
  int j;
  item=LA[k-1]; /* The kth element of LA will be found in the k-th position */
  for (j=k-1; j<N-1; j++)
  {
    LA[j]=LA[j+1]; /* Move j+1th element upward */
  }
  return N-1; /* Reset N and exit */
}

CHAPTER 5

A4. Algorithm 5.1 Traversing a linked list

traverse_list implements the traversal of a one-way linked list illustrated in Algorithm 5.1. PROCESS in the algorithm is implemented as addition of 5 to the element represented by the node. The declaration of the node structure is as follows:

```
The call to the C function `traverse_list` would be given as

```c
struct list * base=0; /* base is the list to be traversed*/
traverse_list(base);
```

/* C implementation of traversal of a one-way list*/

```c
void traverse_list(struct list *list1)
{
    struct list *ptr;
    if(list1==0)
        printf("List Empty"); /* No traversal possible if list is empty*/
    ptr = list1; /* Initializes pointer ptr*/
    while(ptr !=NULL)
    {
        ptr->info = ptr->info +5; /* PROCESS in the algorithm is implemented as adding 5 to the info field of the node*/
        printf("\n%5d",ptr->info);
        ptr=ptr->next; /* ptr points to the next node*/
    }
}
```

A5. Algorithm 5.4 Insert ITEM as the first node in the one way list

The C function `insfirst` implements the insertion of ITEM as the first node into a one-way list. The function `avail_node()` allocates a node from the AVAIL list, to accommodate the item to be inserted as the first node in the one way list. The declaration of the node structure is the same as that shown in A4.

The function call in C to `insfirst` would be

```c
struct list * base;
base = insfirst( base, data); /* here data is the item to be inserted in the list base*/
```

/*C Implementation of a function that allocates a node from the AVAIL list*/

```c
struct list* avail_node(void)
{
    struct list *node;
    node=(struct list*)malloc(sizeof(struct list));
    if(node!=0)
    {
```
return node; /* AVAIL list provides a node*/
}
else
{
    printf("Overflow"); /* Overflow - no nodes available*/
    return 0;
}

/* C implementation of Algorithm 5.4 - insert ITEM as the first node in the list*/

struct list* insfirst(struct list* list1,int item)
{
    struct list *node=avail_node();
    node->info=item; /* Copies item into new node*/
    node->link=list1;  /* New node now points to the original first node*/
    list1=node; /* list1 now points to the new list with the item inserted*/
    return list1;
}

A6. Algorithm 5.10 (Procedure 5.9, Algorithm 5.8) Delete node from a one way list

Algorithm 5.10 deletes from a one-way list, the first node N which contains the given ITEM of information. The C implementation of the algorithm, viz., delete_node implements the same but with the modification that Procedure 5.9 and Algorithm 5.8 which are sub-functions of the original algorithm, are not explicitly implemented.

The declaration of the node structure for the one-way list is the same as that shown in A4. The function call to delete_node would be

```c
struct list *base=0;
base = delete_node(base, item); /* the first node with item as its element is deleted*/
```

/* C implementation of function that deletes the first node in the one way list which contains item*/

```c
struct list* delete_node(struct list *list1,int item)
    /* delete the first node in the linked list with item in its info field*/
```
A6

```c
struct list *loc=0, *locp=0;
struct list *save, *ptr;
    /* list is empty*/
if (list1 == NULL) {
    printf("\n List is empty\n");
    return list1;
}
    /* node with item is found to be the first node in the list*/
if (list1->info == item) {
    loc = list1;
    locp = NULL;
    list1=list1->link;
    free(loc);
    return list1;
}
    /* node with item is found to be anywhere in the list*/
save = list1;
ptr = list1->link;
while (ptr != NULL)
{
    if (ptr->info == item) {
        loc=ptr;
        locp=save;
        locp->link=loc->link;
        free(loc);
        return list1;
    }
    save=ptr;
    ptr=ptr->link;
}
return list1;    /* node with item is not found in the list*/
```

A7. Algorithm 5.15  Delete node from a two way list

Algorithm 5.15 deletes a node at a given location LOC from a two-way list. The C implementation of the algorithm is modified to delete a node from any given position of the two-way header node free list.

The declaration of the node for the two way list is given by

```c
struct double_list
{
    int info;
    struct double list *back;
```
struct double_list *forw;
};
typedef struct double_list NODE;

/* C implementation of a function which deletes a node from a given
position of a two way list */
NODE* delete_node(NODE *list1, int position)
{
    int count = 0;
    NODE *node = list1;
    if (position < 1) /* if position < 1 then exit due to invalid
        position number */
    {
        printf("\n\tInvalid position");
        return list1;
    }
    if (position == 1) /* if the node to be deleted is the first in
        the two-way list */
    {
        node = list1->forw;
        list1->forw->back = 0;
        free(list1);
        return node;
    }
    /* if the node to be deleted occupies any other position other
    than first in the list */
    count = 1;
    while (count < position)
    {
        node = node->forw;
        count++;
    }
    if (count == position)
    {
        if (node->forw != 0) /* if the node to be deleted has a
            successor node */
        {
            node->forw->back = node->back;
        }
        if (node->back != 0) /* if the node to be deleted has a
            predecessor node */
        {
            node->back->forw = node->forw;
        }
    }
free(node);
    return list1;
}

printf("No such position found"); /* the position is not valid for the list*/
return list1;

A8. Algorithm 5.16 Insert node in a two way list

Algorithm 5.16 illustrates the insertion of item between two nodes whose locations are given by LOCA and LOCB. The C implementation is a generalized version of the algorithm which inserts an item at any given position in the two-way list which is header node free.

The node structure for the two way list is the same as that shown in A7.

The C function get_node shown below implements the allocation of a node from the AVAIL list for insertion of item.

/*C implementation of a function which obtains a new node for a two-way list from the AVAIL list*/

NODE* get_node(void)
{
    NODE *node;
    node=(NODE*)malloc(sizeof(NODE));
    if(node!=0)
    {
        node->back=0;
        node->forw=0;
        return node;
    }
    else
    {
        printf("Overflow");
        return 0;
    }
}

/*C implementation of a function that inserts item into any given position in the two-way list which is header node free*/

NODE* insert_any(NODE* list1,int position,int item)
{
    int count=1;
    NODE *temp=list1;
    NODE *current_node=0;
    /* Inserting the item at the given position */
    /* Check if position is valid */
    /* Insert item at position */
    /* Update pointers */
    /* Return list1 */
}
NODE *node = get_node(); /* get a new node from the AVAIL list*/
node->info = item;     /* set info field of new node to item*/
/* insert new node as the first element in the list*/
if(position == 1)
{
    node->forw = list1;
    if(list1 != 0)
    {
        list1->back = node;
    }
    return node;
}
/* insert new node at any given position other than the first in the list*/

while(count < position && temp != 0)
{
    current_node = temp;
    temp = temp->forw;       /* traverse the list to obtain the position*/
    count++;
}
if(temp == 0)          /* item is to be inserted as the last node in the list*/
{
    current_node->forw = node;
    node->back = current_node;
}
else                  /* item is to be inserted at any given position other than the last in the list*/
{
    node->forw = temp;
    node->back = current_node;
    current_node->forw = node;
    temp->back = node;
}
return list1;
CHAPTER 6

A9. Procedure 6.1 Push an ITEM into stack

Procedure 6.2 Pop from stack

The C implementation makes use of a stack stack[10] and top of the stack variable top declared as a global variable.

/* C implementation of pop algorithm */
int pop (int stack[], int stack_top) /*stack_top is a local variable indicating top of stack*/
{
  int item;
  if(stack_top<0)
  {
    printf("\n Stack Underflow");
    return -1;
  }
  else
  {
    item=stack[stack_top];
    stack_top--;
    top=stack_top; /*update global variable top*/
    return item;
  }
}

/* C implementation of push algorithm*/
int push (int stack[], int stack_top, int maxstack,
          int item)
{
  if(stack_top==maxstack)
  {
    printf("\n Stack Overflow");
    return -1;
  }
  else { stack_top++; 
           stack[stack_top]=item;
top=stack_top; /* update global variable top*/
return 0;
}
}

A10. Procedure 6.13 Insert ITEM into a queue

Procedure 6.14 Delete from a queue

The C implementation of the procedures for inserting ITEM into a queue (Qinsert) and deleting from a queue (Qdelete) adopt an elegant method of declaring the queue as a structure as shown below:

```c
#define N 10
struct queue
{
    int element[N]; /* elements of the queue stored as an array*/
    int front; /* front variable of the queue*/
    int rear; /* rear variable of the queue*/
};

typedef struct queue QUEUE;
```

The initial values of the variables front and rear of the queue are:

```c
q.front=0;
q.rear=-1;
```

The insert item and delete functions of the queue are shown below:

```c
/* C implementation of a function to insert item in a queue*/

void Qinsert(QUEUE *q, int item) /* pointer to queue structure and item to be inserted are input to the function*/
{
    if(q->rear < N-1)
    {
        q->element[++q->rear]=item; /* increment rear and store item*/
    }
    else
    {
        printf("\nQueue Overflow");
    }
}
/
int Qdelete(QUEUE *q)
{
    if(q->front > q->rear)
    {
        printf("\nQueue Underflow");
        return -1;
    }
    else
    {
        return (q->element[q->front++]); /*return deleted item and increment front variable*/
    }
}

CHAPTER 7

A11. Procedure 7.4  To search for ITEM in a binary search tree

The structure of the binary search tree node is as shown below:

struct treenode
{
    int info;
    struct treenode* left;
    struct treenode* right;
};
typedef treenode TREENODE;

The C implementation of the procedure to search for an item in the binary search tree is shown below:

TREENODE* find(TREENODE* root, int item)
{
    if(root==0) /* Tree empty?*/
    {
        printf("\n Tree is Empty");
        return 0;
    }
    parent_info=0;

    while(root!=0&&root->info!=item) /* while item is not at the root*/
```c
{ parent_info=root->info;  
  root=root->left;  
}  
else  
{  
  parent_info=root->info;  /* move to the  
    right subtree of the root*/  
  root=root->right;  
}  
if(root!=0)  
{  
  printf("\n The item %d is present",item);  
  printf("\n The parent of the item is %d\n",  
         parent_info);  
  return root;  
}  
else  
{  
  printf("\n item %d is not present",item);  
  return 0;  
}
```

**CHAPTER 8**

A 11. Procedure 8.3 Find the location of a node in a graph  
Procedure 8.6 Insert a node into a graph  
Procedure 8.7 Insert an edge into a graph

The declaration of the node and edge structures of the graph are as follows:

```c
typedef struct node  
{  
  int nodeno;  /* name or key value of the node*/  
  struct node *next;  /* points to the next node in the  
                       node list*/  
  struct edge *link;  /* pointer to the first element  
                       in the EDGE list*/  
} NODE;

typedef struct edge  
{  
  int nodeno;  /* pointer to the next node in the edge  
               list with the same initial node*/  
  struct edge *next;  
} EDGE;
```
The C implementation of the procedure to find the location of a node in a graph (findnode) is given below:

```c
/* C implementation of Procedure A.3 */
NODE* findnode(NODE *graph, int item)    /* find node represented by item in graph */
{
    while(graph!=0 && graph->nodeno!=item)
    {
        graph=graph->next;    /* move down the next pointer of the
                                graph in search of item*/
    }
    if(item==graph->nodeno)
    {
        printf("\n Node with item %d found\n", item);
        return graph;
    }
    return 0;
}
```

The C implementation of the procedure to insert a node into a graph (insert_node) makes use of a function getnode() to obtain a node from the AVAIL list to insert the item. The functions are shown below:

```c
/* getnode() function obtains a node from the AVAIL list*/

NODE* getnode()
{
    NODE *new_node=(NODE*)malloc(sizeof(NODE));
    if(new_node==0)
    {
        printf("\n Memory underflow");
        exit(0);
    }
    new_node->nodeno=0,new_node->link=0,new_node->next=0;
    return new_node;
}

/* function to insert item as a node into a graph*/
NODE* insert_node(NODE *graph, int item)
{
    NODE *temp1=0;
    NODE *temp2=graph;
    if(graph==0)    /* if graph is empty item is the first node in the node list*/
```
Appendix

```c
{
    temp1=getnode();
    temp1->nodeno=item;
    return temp1;
}
else
{
    while(temp2->next!=0 && temp2->nodeno!=item)
    {
        temp2=temp2->next;
    }
    if(temp2->nodeno!=item) /* slide down the next pointer to
                          insert node as the last in the node list*/
    {
        temp1=getnode();
        temp2->next=temp1;
        temp1->nodeno=item;
    }
    else
    {
        printf("\n Node already exists.." );
    }
}
return graph;
}
```

The C implementation of the procedure to insert an edge into a graph (insert_edge) makes use of
three functions viz., isedgeavailable, isnodeavailable and getedge. isedgeavailable checks
whether the edge to be inserted is already available in the graph. isnodeavailable checks if a
node specified is already available in a given graph. getedge obtains a new node from AVAIL list
for insertion into the edge list.

```c
/* function to check if a node with a specified value nodeno is
   already available in the graph*/

int isnodeavailable(NODE *graph,int nodeno)
{
    while(graph!=0 && graph->nodeno!=nodeno)
    {
        graph=graph->next;
    }
    if(nodeno==graph->nodeno)
```
{ 
    return 1;
}
return 0;

/* function to check if an edge connecting node source with node dest is already present in a graph*/
int isedgeavailable(NODE*graph,int source,int dest)
{
    NODE*node1=findnode(graph,source);
    EDGE* edgel=node1->link;
    while(edgel)
    {
        if(edgel->nodeno==dest)
            return 1;
        edgel=edgel->next;
    }
    return 0;
}

/* function to obtain a new node from AVAIL list for use by edge list*/
EDGE* getedge()
{
    EDGE *temp=(EDGE*)malloc(sizeof(EDGE));
    if(temp==0)
    {
        printf("\nMemory underflow");
        exit(0);
    }
temp->nodeno=0,temp->next=0;
    return temp;
}

/*function to insert an edge between the nodes sourc and dest of the graph*/
void insert_edge(NODE* graph,int sourc,int dest)
{
    NODE *temp1=0;

EDGE *temp2 = 0;

/* ensure node sourc and node dest are available in the graph */
if (isnodeavailable(graph, sourc) &&
    isnodeavailable(graph, dest))
{
    templ = findnode(graph, sourc); /* find position of node sourc in the node list */
    if (isedgeavailable(graph, sourc, dest))
    {
        printf("\n Edge already exists");
        return;
    }
    temp2 = getedge(); /* insert edge as the first node in the edge list with sourc as its initial node */
    temp2->nodeno = dest;
    temp2->next = templ->link;
    templ->link = temp2;
}
else
{
    printf("\nEdge cannot be inserted");
}

CHAPTER 9

A 13. Algorithm 9.1: Insertion sort

/* C implementation of insertion sort given an array a with N elements */

void insertion_sort (int*a, int N)
{
    int i=1, j=0, temp=0;

    for( i=1; i<N; i++)
    {
        temp = a[i];
        for( j=i-1; j>=0; j--)
        {
            if(a[j]>temp)
            {
                a[j+1]=a[j]; /* moves element forward */
            }
        }
        a[j] = temp;
    }
}
else
{
    break;
}

/* insert element in its appropriate place*/
a[j+1]=temp;
}

A14. Procedure 9.2, Algorithm 9.3 Selection Sort

The C implementation of Selection Sort, selection_sort (Algorithm 9.3) makes use of a function min (Procedure 9.2) to find the location of the smallest element among the sub-array array[low_bound: up_bound].

/* C implementation of Procedure 9.2*/
/* With an array in memory, this procedure finds the location of the minimum element among array[low_bound: up_bound]*/

int Min (int*array, int low_bound, int up_bound)
{
    int min=low_bound;
    while(low_bound<up_bound)
    {
        if(array[low_bound]<array[min])
            min=low_bound;
        low_bound++;
    }
    return min;
}

/* C implementation of Algorithm 9.3*/
void selection_sort (int*array, int N)
{
    int i=0, loc=0, temp=0;
    for( i=0; i<N; i++)
    {
        loc=Min(array,i,N);
        temp=array[loc]; /* Interchange array[loc] and array[i]*/
array[loc]=array[i];
array[i]=temp;
}